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Abstract

This thesis investigates the impacts and governance of artificial intelligence (Al) systems
through a transfeminist lens, focusing analysis upon challenges of power, exclusion, and
injustice alongside opportunities for advancing equity, community-based resistance, and
transformative change. Al governance is a field of research and practice seeking to maximize
benefits and minimize harms caused by Al systems. However, Al governance is frequently
ineffective at preventing Al systems from causing harm to society and the environment, with
historically marginalized groups being particularly vulnerable to harm. Applying a framework of
theories drawn from service science, feminist studies, and trans studies, | analyze relationships
between Al governance and harm prevention in three separate co-authored, peer-reviewed
articles. The first article develops a theory linking beneficial and harmful impacts caused by Al
systems to the value chains through which various actors integrate resources and co-create value
throughout the Al system lifecycle. This theory is applied to an integrative review of ethical
concerns implicated in Al systems and to discuss future directions for intervening in the impacts
caused by Al systems. The second article presents a semi-systematic review and content analysis
of 84 Al governance initiatives launched by federal and provincial governments in Canada from
2017 to 2022. Al governance initiatives are used to organize many types of interventions, and

Canada’s initiatives favor intervention in the impacts of Al on Canadian industry, innovation,



and technology production and adoption over more direct intervention in societal and
environmental impact. The third article applies thematic analysis methods to data from
interviews with 20 leaders of Canadian Al governance initiatives and subject matter experts. Al
governance systems in Canada function at multiple levels of scale, and Canada’s national-scale
Al governance system consists of a diverse range of actors, resources, networks, logics,
functional bounds, rules, and perceptions of benefit and harm. The thesis concludes by
synthesizing findings from the three articles into a set of reflections with a unifying theme: the
effectiveness of Al governance at preventing harm is limited by power imbalances, and a
transfeminist approach to Al governance can support future Al governance research, practices,

and systems in addressing those limitations.
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Chapter 1

Introduction



1.1. Background & Motivation

Artificial intelligence (Al) has no universally agreed upon definition, but Al is often
characterized as a technological system that processes data and other resources into predictions,
recommendations, decisions, or content within a socio-material context and with some degree of
autonomy from human actors (Dwivedi et al., 2021; Madan & Ashok, 2023; Nitzberg & Zysman,
2022; OECD, 2024). Because Al systems are capable of causing many different types of
beneficial and harmful impacts to society and the environment, Al governance has emerged as a
field of research and practice. Like Al itself, Al governance has no universally agreed upon
definition, but scholars often characterize Al governance as a system of practices intended to
maximize benefits and minimize harms caused by Al systems (Camilleri, 2023; Dwivedi et al.,
2021; Kuziemski & Misuraca, 2020; Nitzberg & Zysman, 2022; Wirtz, Weyerer, & Kehl, 2022).
Al governance practices are intended to intervene in the impacts of Al systems through the
design and implementation of several types of initiatives, including (but not limited to)
strategies, policies, government programs, standards, and ethics codes (Birkstedt et al., 2023).

In this dissertation, | position Al governance as a field of study and practice, and as a
type of social system. Al governance can be conceptualized as a “a system whose constituent
elements should be interlinked to form a functional entity” (Méantymaki et al., 2022, p. 604,
emphasis added). In this understanding of Al governance as a systemic phenomenon, Al
governance systems include “rules, practices, processes, and technological tools” (Méantymaki et
al., p. 605) in addition to many other structural and functional components that collectively
enable the Al governance system to socially and materially intervene in benefits and harms
caused by Al systems. These characteristics position Al governance systems as second-order

systems that enable social actors to intervene in interactions between Al systems and their socio-



material contexts (see Figure 1.1). Al governance systems have been studied across various
contexts and at various scales of activity, including international Al governance activities
(Erdélyi & Goldsmith, 2022; Roberts et al., 2023; Tallberg et al., 2023), national Al governance
activities (Djeffal, Siewert, & Wurster, 2022; Radu, 2021; Wilson, 2022), local and municipal Al
governance activities (Kinder et al., 2023; Wan & Sieber, 2023), sectoral Al governance
activities (Kuziemski & Misuraca, 2020; Zuiderwijk, Chen, & Salem, 2021), and organizational

Al governance activities (Cihon, Schuett, & Baum, 2021; Méantymaki et al., 2022).

Socio-material context

Al governance system

Figure 1.1: Model depicting the intermediary position of Al governance systems between
Al systems and their socio-material contexts.

Despite many practices of Al governance across these scales and contexts, Al systems
frequently cause harm to society and to the environment. Several datasets and databases have
been created to take inventory of actual harms caused by real-world Al systems (AIAAIC, 2025;
Al Incident Database, 2025a). As of January 2025, the AIAAIC Repository contains records of
1854 incidents of Al systems causing harm to humans, while the Al Incident Database contains
records of 897 incidents. The Al Incident Database categorizes Al harms into many different

levels of severity and types, including harm to social or political systems, psychological harm,



harm to physical health and safety, harm to civil liberties, financial harm, harm to physical
property, harm to intangible property, reputational harm, and harm to privacy (Al Incident
Database, 2025b). The harms caused by Al systems have become so significant in scale and
scope that many researchers have categorized and taxonomized Al harms and their ethical
implications based on real-world cases of Al harm (Abercrombie et al., 2024; Hernandez et al.,
2024; Shelby et al., 2023; Solaiman et al., 2023; Stahl et al., 2022; Weidinger et al., 2021), while
other researchers have conducted reviews and meta-analyses of real-world incidents in which Al
systems caused different types of harm to humans (Bender et al., 2021; DeVrio, Eslami, &
Holstein, 2024; Diberardino, Baleshta, & Stark, 2024; Turri & Dzombak, 2023). In addition to
directly causing harms to humans, environmental harms caused by Al systems are also well-
documented: the hardware sourcing and training processes required to develop large-scale
machine learning models and operate their computing infrastructure is extremely energy-
intensive and water-intensive (Li et al., 2023; Luccioni, Jernite, & Strubell, 2024). As a result,
the environmental impacts and sustainability of Al systems have recently become an area of
significant concern to researchers, practitioners, policymakers, and communities that had their
local environments directly impacted by Al development projects (Adarlo, 2023; GPAI, 2021,
Lehuedé, 2024; OECD, 2022; Ren & Wierman, 2024; Tessono, 2024). Although the existence of
societal and environmental harms caused by Al systems is clear, the reasons why Al governance
practices are so frequently ineffective at preventing those harms are relatively unclear.
1.2. Research Scope & Objectives

In this dissertation, | investigate harms caused by Al systems and Al governance
practices that are frequently ineffective at preventing those harms. I apply principles and

practices of transfeminist ethics to guide my analysis and to identify opportunities for changing



future Al governance practices to provide greater benefit and lesser harm, especially for
historically marginalized groups. The precise elements of this transfeminist approach to studying
the impacts and governance of Al are discussed in more detail in Section 1.4.

This dissertation addresses three overarching inter-related research objectives:

Research Objective 1 — Al Impacts: Determine what types of benefits and harms Al

systems are capable of causing, the actors responsible for those benefits and harms, the

actors impacted by those benefits and harms, and the activities through which those
benefits and harms are caused. This objective is addressed in Chapter 2 (The Impacts of

Al: A Theory and Analysis of Al Value Chains).

Research Objective 2 — Al Governance Initiatives: Determine what types of Al

governance initiatives have been created to intervene in those impacts, and the degree to

which those initiatives are effective or ineffective at intervening in those impacts. This
objective is addressed in Chapter 3 (Al Governance Initiatives in Canada).

Research Objective 3 — Al Governance Systems: Determine how those initiatives

function as part of larger Al governance systems that exist across multiple contexts and

levels of scale. This objective is addressed in Chapter 4 (Al Governance Systems in

Canada).

Because Al governance is a complex, dynamic, and systemic phenomenon that exists
across many contexts and scales of human activity, much of this dissertation focuses on Al
governance activities in Canada from 2017 to 2023 as a means of scoping clear research contexts
for data collection and analysis. With the launch of the Pan-Canadian Al Strategy in 2017,
Canada was the first country to begin implementing a national Al strategy. Canada’s early entry

into nationwide Al governance—along with many other political, economic, and cultural factors—



has resulted in Canada developing a relatively more mature and information-rich national Al
governance system than most other nations. In Chapters 3 and 4, | describe in greater detail the
unique features that make Canada an ideal context for Al governance research, and the
limitations to validity and generalizability that arise from focusing on the Canadian context
within the timeframe of 2017 to 2023. In addition to contextual limitations, the timeliness of the
research presented in this dissertation is limited by the rapid pace at which the field of Al
governance changes in response to new data and technological advancements. | mitigate this
limitation to the greatest extent possible by specifying timeframes in which data collection and
analysis processes occurred, as well as by re-assessing findings presented across each chapter in
light of more recent developments in Al technology, policy, and discourse in Chapter 5.
1.3. Structure & Content of Dissertation

This dissertation is structured into five chapters. Chapter 1 (Introduction) describes the
background and motivation for the research, the scope and objectives of the research, the
structure, content, and contributions of the dissertation, and the meta-theoretical framework that
was applied to carry out the research presented in this dissertation. Chapters 2, 3, and 4 each
present a co-authored article that addresses one of the dissertation’s three research objectives
(Objective 1: “Impacts of AL,” Objective 2: “Al Governance Initiatives,” and Objective 3: “Al
Governance Systems”). Chapter 5 (Conclusion: A Future for Transfeminist Al Governance)
synthesizes the findings of each of the three co-authored articles into a set of reflections on the
future of Al governance. To enhance the readability of this dissertation, reference lists and
appendices from each chapter are provided in two separate sections at the end of the dissertation

(References and Appendices). The remainder of this section introduces each of the three co-



authored articles presented in Chapters 2-4 and explains how each article makes an important
contribution to researchers, practitioners, and policymakers.

Chapter 2 (The Impacts of Al: A Theory and Analysis of Al Value Chains) presents an
article that I began co-authoring with David Gray Widder in May 2022. As lead author, I led and
contributed to all phases of research ideation and design, data collection, data analysis, and
writing and editing of every section of the article. The article was accepted for publication in a
future issue of Big Data & Society in April 2025. The article was originally titled The Ethics of
Al Value Chains, but the title has been changed in this dissertation to more clearly reflect the
contribution of the article in relation to the three overarching research objectives of this
dissertation. Chapter 2 contributes a novel theoretical framework for holistically understanding
the types of impacts caused by Al systems and for understanding how those impacts are caused.
In Chapter 2, we present an integrative review of research literature and grey literature from the
fields of service science, strategic management, economic geography, Al ethics, and Al
governance. Based on our review, we argue that Al value chains can serve as an integrative
concept for theorizing and analyzing the many different types of beneficial and harmful impacts
that Al systems are capable of causing to society and the environment. We define Al value
chains as “co-creation structures that exist within a network of actors and enable actors to pattern
the resource inputs they provide to and the resource outputs they receive from Al systems.” We
discuss different types of actors that co-create value with one another by interacting within Al
value chains, different types of resources that those actors input into and receive from Al
systems, and different types of beneficial and harmful impacts that those actors cause to society
and the environment as a result of their resourcing activities. Based on the ethical and practical

implications of our integrative review, we identify three directions for future research and



practice: conduct more research into the ethical implications of Al value chains, continue
developing and applying new theories and methods to analyze Al value chains, and implement a
variety of governance mechanisms—including legislation and regulations, industry standards,
certification programs, guidance documents, and codes of conduct—to ensure that the resources
that flow through Al value chains are ethically sourced.

With the impacts of Al systems and their implications for practice and policy established
in Chapter 2, Chapter 3 (Al Governance Initiatives in Canada) presents an article that | began
co-authoring with Ana Brandusescu and Kelly Lyons in January 2022. As lead author, | led and
contributed to all phases of research ideation and design, data collection, data analysis, and
writing and editing of every section of the article. The article was published in Government
Information Quarterly in April 2024. The article was originally titled The Governance of
Artificial Intelligence in Canada: Findings and Opportunities from a Review of 84 Al
Governance Initiatives, but the title has been changed in this dissertation to more clearly reflect
the contribution of the article in relation to the three overarching research objectives of this
dissertation. Chapter 3 makes theoretical, empirical, and practical contributions to researchers,
practitioners, and policymakers with an interest in Al governance. In Chapter 3, we contribute a
theoretical framework for understanding how Al governance practices are organized into
different types of initiatives—including strategic plans, programs, policies, standards, and ethics
statements—with the goal of intervening in different types of Al impacts. We then apply this
framework to conduct a semi-systematic review and thematic analysis of 84 Al governance
initiatives launched by Canada’s federal government and the provincial governments of Ontario,
Québec, and Alberta from 2017-2022. Based on our review, we identify seven opportunities that

researchers and practitioners can act upon to strengthen Canada’s Al governance initiatives.



These seven opportunities address issues such as stronger monitoring and transparency of
initiative outcomes, securing public trust in Al governance initiatives, ensuring a greater
diversity of different types of Al impacts are represented in initiatives, and fostering more
inclusive collaboration between organizations, governments, sectors, and civil society.

With the characteristics and opportunities for strengthening Canada’s Al governance
initiatives established in Chapter 3, Chapter 4 (Al Governance Systems in Canada) presents an
article that I began co-authoring with Kelly Lyons in January 2022. The article was published in
Al and Ethics in September 2024. As lead author, I led and contributed to all phases of research
ideation and design, data collection, data analysis, and writing and editing of every section of the
article. The article was originally titled Al Governance Systems: A Multi-scale Analysis
Framework, Empirical Findings, and Future Directions, but the title has been changed in this
dissertation to more clearly reflect the contribution of the article in relation to the three
overarching research objectives of this dissertation. Chapter 4 contributes a novel theoretical
framework for conceptualizing and analyzing Al governance systems across multiple contexts
and levels of scale, such as international, national, subnational, sectoral, and organizational
scales. We build upon theoretical perspectives from the fields of Al governance, service science,
and organizational studies to argue that an Al governance system is “an interdependent set of
components that are (1) situated in a context, (2) structured by the perceptions of “Al” that exist
within that context, and (3) intended to maximize benefits and minimize harms that actors within
that context perceive as being caused by “Al.” We identify 12 main components of Al
governance systems, and we apply our theoretical framework to analyze data from interviews
with 20 Canadian Al governance initiative leaders and subject matter experts that were

conducted throughout 2023. Our analysis of the interviews contributes empirical findings and
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practical implications regarding the characteristics, strengths, and gaps in Canada’s national Al
governance system. Based on the findings from our interviews, we recommend three directions
for future research and five strategic priorities for strengthening Canada’s national Al
governance system. Our recommendations address specific topics and methods for extending our
research into additional studies and research contexts, as well as practical issues such as
guidance for strengthening multistakeholder collaboration and participation throughout Canada’s
national Al governance system, expanding access to key resources needed for effective Al
governance practices, and advancing diversity, equity, and inclusion of marginalized groups
throughout Canada’s Al governance activities.

In Chapter 5 (Conclusion: A Future for Transfeminist Al Governance), | summarize the
findings and recommendations presented through Chapters 2-4 and their significance for Al
governance research and practice. | conclude the dissertation by reflecting on my experience of
conducting this research and on the implications of my findings for the future of Al governance:
Al governance is too often built upon harmful power relations, and must be re-imagined through
a transfeminist lens that affords a sharper focus on power imbalances and structural inequities,
openness and inclusion, collective resistance and contestation, and community empowerment in
Al governance systems.

1.4. Meta-theoretical Framework
1.4.1. Overview of Meta-theoretical Framework

In each of the three articles presented in Chapters 2-4 of this dissertation, we develop and
apply a different framework of theories and methods to address the dissertation’s overarching
Research Objectives 1-3. The selection of theories and methods in each of the three articles was

influenced by a higher-level framework of meta-theoretical assumptions that | apply across all of
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my research. These assumptions are described in this section. Table 1.1 contains a summary of

the researcher positionality, meta-theoretical assumptions, and research implications that are

described in this section.

Table 1.1: Summary of elements of my meta-theoretical framework, related experiences and

Elements of

framework

assumptions, and implications for my research approach.

Related experiences/assumptions

Implications for my research
approach

Researcher Nonbinary trans femme researcher e Transfeminine ways of

positionality and professional who has witnessed thinking, feeling, and doing
and experienced harm and shape my research approach.
marginalization in Al spaces. ¢ Indigenous and racialized
White settler in Canada with perspectives on Al are cited
material and institutional privileges. and discussed in my

research.
Service Service-dominant logic: Acts of e Al systems are developed,
realism service (i.e., applying one’s used, and governed through

resources for the benefit of another)
are foundational to social reality.
Services are co-created through
service systems consisting of actors,
resources, networks, activities,
institutional arrangements, and
ecosystems.

acts of service.

e Al governance is understood
as a service system intended
to maximize the benefits and
minimize the harms of Al
development and use.

Transfeminist
Al ethics

Feminist Al: Al systems are
developed under oppressive social
conditions that should be corrected
through the application of feminist
ethical principles.

Feminist standpoint epistemology:
Lived experiences of marginalized
groups are valid grounds for the
production of scientific knowledge
and epistemic power.
Transfeminist ethics: Lived
experiences of trans people provide
ethical principles and community-
based practices for intervening in
harmful systems.

e Transfeminist principles of
justice, anti-normativity,
fluidity, agency, security,
community, solidarity, and
resistance should be applied
to Al governance.

e Al governance should
involve trans practices of
community-based
organizing, contestation,
resource-sharing, and
expanding political inclusion
into stronger arrangements of
accountability and justice.
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1.4.2. Researcher Positionality

Many philosophies of science encourage researchers to be as self-reflexive as possible in
accounting for how our lived experiences, ontological assumptions, epistemological
assumptions, and ethical assumptions influence our research approach (for a detailed review of
such philosophies, see Holmes, 2020). Feminist theorists in particular have long held that self-
reflexivity, researcher positioning, and recognition of researcher partiality are especially
important practices for ensuring the rigor, trustworthiness, and validity of research (Haraway,
1988; Harding, 1992, 1995). Therefore, in this sub-section, | describe the lived experiences that
most significantly influence my research approach.

My research is influenced by my lived experience as a nonbinary trans woman who has
worked as a research and management professional on Al development, digital transformation,
policy research, and information management projects in public sector, private sector, and post-
secondary organizations. | have also worked on academic research projects at the
interdisciplinary intersection of “information studies,” where perspectives from service sciences,
cognitive sciences, information systems design, knowledge and information management, policy
studies, queer and trans studies, and feminist science and technology studies have all influenced
my thoughts, feelings, intuitions, and actions in approaching my research. Over the course of
working and studying in cis-hetero-normative and male-dominated social spaces as a trans
femme, | have become greatly concerned with patterns of harm and marginalization that | have
witnessed and personally experienced within academic and professional environments. Though |
have been subjected to some forms of anti-trans harm and marginalization in my professional
and personal life, my experience living in Canadian society as a white settler has afforded me

material and institutional advantages over the course of my life that many Indigenous and
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racialized persons do not benefit from. Knowing that Canadian society and Canada's governance
systems have historically been structured to uphold those relations of advantage and
disadvantage, | endeavor to always remain mindful of how those relations might apply to the Al
systems and governance systems | study. Knowing that Indigenous perspectives have historically
been marginalized in Canadian education systems and in the governance systems of the
Canadian state, | also endeavor to educate myself on Indigenous perspectives on Al ethics and
Al governance as part of my research process, and include and cite Indigenous perspectives in
my analysis of Al ethics and governance issues.

As a consequence of my lived experience, | consciously and unconsciously adopt meta-
theoretical assumptions about ontology, epistemology, and ethics when selecting research topics
to investigate and when selecting theories and methods to apply to my research. My research is
influenced by two main sets of meta-theoretical assumptions that I refer to as service realism and
transfeminist Al ethics, described in the following sub-sections.

1.4.3. Service Realism

What | refer to as service realist assumptions about ontology and epistemology are
derived from the interdisciplinary field of service science, engineering, management, and design
(SSMED) (Spohrer & Kwan, 2010). Service realism provides a lens for perceiving social
structures and social activities, such as political and economic actors, technologies, exchanges of
value, organizational practices, and institutions. The ontological and epistemological
assumptions of service realism are based on a foundational concept in the SSMED literature
known as service-dominant (S-D) logic. Originally coined by Vargo and Lusch (2004), S-D logic
refers to a set of ontological and epistemological assumptions that regard service as the

ontological bedrock of all economic activity, with service defined in an influential paper by
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Maglio et al. (2009) in extremely general terms as “the application of the resources of one or
more systems for the benefit of another system in economic exchange” (p. 405). This service
realist “worldview”—as Maglio et al. characterize the ontological and epistemological
assumptions of S-D logic—stands in contrast to the goods-dominant logic of mainstream
economics, which assumes that economic reality consists primarily of tangible goods that are
produced or consumed by atomized, individual actors in response to supply and demand signals.

Earlier theories and applications of S-D logic tended to focus on the role of economic and
organizational activities in the design and delivery of services, such as processes of value co-
creation between economic actors, integration of tangible and intangible resources from across
service systems and networks, and measurement and evaluation of service outcomes (see for
example Alter, 2008; Katzan, 2009; Lyons & Tracy, 2013; Maglio et al., 2009; Maglio &
Spohrer, 2007). More recently, theories and applications of S-D logic have evolved to recognize
the importance of a greater range of social, political, and ecological activities in the design and
delivery of services (see for example Akaka, Koskela, & Vargo, 2019; Frost, Cheng, & Lyons,
2019; Ng et al., 2018; Siltaloppi & Wieland, 2018; Vargo & Lusch, 2017; Vargo & Lusch,
2016). Through these more recent developments in the SSMED literature, S-D logic has
subsumed a variety of social, political, and economic theories into its axiomatic assumptions,
such as the actor-network theory of Latour (2005), institutionalist theories from sociology,
political science, and economics (reviewed in detail and integrated into S-D logic by Vargo &
Lusch, 2016), as well as foundational principles of ecological economics such as environmental
interdependence and sustainability (Common & Stagl, 2012). These theoretical developments
have resulted in S-D logic evolving into a more generalizable worldview: a broad set of

ontological and epistemological assumptions not just about economic reality, but about all of
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social reality, including the interaction of social, economic, political, organizational, cultural,

technological, material, and ecological phenomena in the pursuit of beneficial service outcomes

between various social actors. The analysis framework developed by Frost, Cheng, and Lyons

(2019) is particularly notable for building upon two systematic reviews of the SSMED literature

(Frost & Lyons, 2017; Lyons & Tracy, 2013) in order to describe a richly integrated set of social,

political, economic, and ecological service system components (see Figure 1.1).
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Figure 1.1: The multilayer service system analysis framework developed and illustrated

by Frost, Cheng, and Lyons (2019).

Despite the evolution of S-D logic toward a more generalizable worldview, there remain

some gaps in S-D logic’s ability to account for social reality. Three theoretical gaps are of

particular note in applying service realist assumptions to study the impacts of Al, Al governance

initiatives, and Al governance systems: gaps in accounting for harm, power, and history.



16

(1) Harm: The capacity for Al systems to cause harm—such as social, political, economic,
material, psychological, and environmental harm—is a matter of great concern to Al governance
researchers and practitioners. However, the SSMED literature has so far shown little interest in
studying the potential for service systems to generate harmful outcomes, and consequently, S-D
logic lacks a rigorous theoretical account of harm. Applications of S-D logic focus greatly on
possibilities of benefit, beneficial activity, beneficial or win-win outcomes, and the beneficiaries
of services (Maglio et al., 2009; Vargo & Lusch, 2016; Vargo & Lusch, 2004), but afford little
attention to possibilities of harm, harmful activity, harmful outcomes or loss situations, or the
actors harmed by service systems. Some notable exceptions include Spohrer’s (2015) typology
of value co-creation outcomes, loss-lead outcomes, coercion outcomes, and value co-destruction
outcomes, as well as Frost, Cheng, and Lyons (2019) identifying “competitors” as “the actors
who are disadvantaged by a given value cocreation interaction, though they are not directly
involved in the interaction themselves” (p. 292). Overall though, strong theoretical accounts of
harm are greatly lacking in the SSMED literature.

(2) Power: Because the SSMED literature lacks strong theoretical accounts of the causes
and effects of harm, S-D logic is limited in its ability to analyze the impact that power structures
and power relations have on service processes and outcomes. Siltaloppi and Wieland (2018)
observe this gap in S-D logic, commenting that “more work is required to fully define power and
explain its effect on resource integration, service exchange and value determination in service
ecosystems” (p. 12). Siltaloppi and Wieland and many other researchers have identified
institutional structures and institutional changes as sources of power dynamics in service systems
(Frost, Cheng, & Lyons, 2019; Jaakkola, Aarikka-Stenroos, & Ritala, 2019; Vargo & Lusch,

2016). However, S-D logic still lacks a strong theory of how power is distributed and
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redistributed through institutions and institutional change. This poses an obstacle for applying S-
D logic to studies of Al governance, as Al systems are well-known to cause changes in and be
affected by many dynamics of political power and economic power throughout their lifecycles.
(3) History: Applications of S-D logic typically approach the historical context of service
through the lens of what Katzan (2009) calls “service temporality,” an ontological view of time
as a measurable object that can be divided into discrete units known as “service events,” with
each event having manageable qualities, durations, and triggers. Rarely in the SSMED literature
is historical context treated as a matter of history rather than as a matter of mere temporality. The
distinction between history and temporality is ontologically and epistemologically significant:
rather than the managerialist assumptions of service temporality, the history of a service system
assumes the existence of a continuously unfolding temporal process in which the system’s
components—including its actors, resources, networks, value co-creation activities, and
institutions—all constantly change through iterative activity. Akaka and Perry (2019) explain that
historical context “draws attention to how value emerges through the development and evolution
of a service system” (p. 467). Their view of historical context affords history with
phenomenological, ethical, and political dimensions that are not shared by mere temporality: to
describe a history requires a historiographical approach to identifying and recounting events, an
approach that is shaped by the positionalities, perspectives, and perceptions of value assumed by
those who describe the history. The historical context of a service system is therefore linked to
issues of harm and power, and is extremely important for studies and practices of Al governance,
as the harms that Al systems cause to historically marginalized groups must be accounted for.
The meta-theoretical assumptions of transfeminist Al ethics that I describe in the

following sub-section are capable of filling service realism’s gaps in accounting for harm, power,
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and history. Additionally, when applying service realist theories to study Al systems and Al
governance systems in Chapters 2 and 4 of this dissertation, other bodies of literature are
reviewed alongside the SSMED literature in order to identify context-specific ontological and
epistemological gaps in S-D logic, as well as supplementary theories and methods that can fill
those gaps.
1.4.4. Transfeminist Al Ethics

Feminist ethics describes a diverse set of theories of applied and normative ethics that
share a common orientation toward resisting the devaluation of femininity and embracing
historically feminized values such as care, relationality, interdependence, and maintenance (de la
Bellacasa, 2017; Keller & Kittay, 2017; Mattern, 2018; Moriggi et al., 2020). Shade (2023)
observes that a wide range of feminist ethical principles—such as principles of care,
relationality, pluralism, privacy, consent, embodiment, access, participation, non-discrimination,
and equity—have shaped the evolution of early 2000s media reform movements into the
intersectional digital and data justice movements of the late 2010s and 2020s. As part of that
evolution, feminist Al has emerged as an approach to Al research and practice that applies
feminist ethical principles to the development and use of Al systems. Proponents of feminist Al
recognize that Al systems are often developed and used under oppressive social conditions.
Proponents therefore advocate for enacting feminist principles in Al systems to prevent further
harms and promote more beneficial outcomes for oppressed and vulnerable groups (A+ Alliance,
2021; Toupin, 2024; Varon & Pefia, 2021; Wellner & Rothman, 2020). Feminist Al shares much
in common with other recent applications of feminist ethics to socio-technical practices,
particularly within the area of feminist data ethics and data justice (D’Ignazio & Klein, 2020;

Gray & Witt, 2021; Garcia et al., 2020; Marceti¢ & Nolin, 2022). The ethics of “data feminism”
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as described by D’Ignazio and Klein is especially notable for holistically applying feminist
ethical principles to scrutinize power asymmetries in data science, in Al and data technologies,
and in their attendant digital infrastructures. Data feminism advances an approach to Al and data
ethics that is grounded in examination of and resistance to inequitable power structures, in
knowledges that are pluralistic, embodied, and contextual, and in socio-technical practices that
call attention to labor and challenge oppressive Al and data systems.

Feminist approaches to ethics entail ontological, epistemological, and political
assumptions about how and why we should acquire scientific knowledge of reality. As imagined
by feminist scholars such as Haraway (1988), Harding (1992, 1995), and Suchman (2007),
feminist standpoint epistemologies understand scientific knowledge as situated in social and
historical contexts, embodied in social agents with partial perspectives of their world, and
produced pluralistically across many communities with differing norms, values, beliefs, abilities,
and lived experiences. Feminist standpoint epistemologies contrast with traditional empiricist
and positivist epistemologies that understand scientific knowledge as disembodied, disembedded
from social life and historical context, value-neutral and politically impartial, and produced by
individual scientists in accordance with a universally shared standard of rigor and objectivity.
Harding (1992) explains that feminist scientific standpoints have the potential to offer greater
rigor and objectivity than traditional positivist standpoints by “critically identifying all of those
broad, historical social desires, interests, and values that have shaped the agendas, contents, and
results of the sciences much as they shape the rest of human affairs” (p. 359). A feminist
standpoint can thereby privilege historically marginalized perspectives to produce knowledge
that “can be for marginalized people . . . rather than for the use only of dominant groups in their

projects of administering and managing the lives of marginalized people” (p. 445). For many
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Black and intersectional feminists, standpoint epistemologies provide ground for producing
collective knowledge and building epistemic power from marginalized experiences that cross
intersections of race, gender, and class (Collins, 2000; Crenshaw, 1991; Dotson, 2014).

Researchers have recently applied feminist epistemologies to study Al systems that cause
harm to marginalized groups, as well as to recommend actions for empowering those groups
with greater agency in the design and governance of those systems (Benjamin, 2019; Birhane,
2021; Hancox-Li & Kumar, 2021; Kong, 2022; McQuillan, 2022; Ricaurte, 2022; Schelenz,
2022; Widder, 2024). These studies demonstrate that feminist standpoints are effective for
analyzing the social and historical contexts of Al governance activities, and for identifying how
power relations in Al governance activities can be changed to prevent harms to marginalized
groups. This makes feminist approaches to ontology, epistemology, and ethics ideal for filling
service realism’s theoretical gaps in accounting for issues of harm, power, and history.

Trans researchers and activists extend feminist theories of ontology, epistemology, and
ethics into transfeminist ethics, theories of applied ethics that are ontologically and
epistemologically grounded in the lived experiences of trans women, trans femmes, and other
transgender and gender-diverse people who self-identify with the umbrella term “trans.”
Transfeminist ethics therefore centers ethical principles that are of particular importance to trans
experiences of existing within cis-hetero-normative social systems, such as the importance of
transformative change, anti-normativity, fluidity, agency, security, community, care, solidarity,
and resistance against governance systems that perpetuate anti-trans violence (Barad, 2015;
Galpin et al., 2023; Malatino, 2020; Marvin, 2019; McFadden et al., 2024; Spade, 2015; van der

Drift & Raha, 2020).
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In their analysis of the political implications of transfeminist principles, van der Drift and
Raha (2020) argue for adopting transfeminist practices of ethics and governance that are “active
and anti-normative, rather than defined in a stable form,” recognizing that “the dynamism of the
term ‘trans’ indicates that we must attend to questions of agency and structures of action” (p. 13).
Transfeminist ethics therefore demands not just theoretical commitments, but also practical
commitments to particular actions and political goals. Transfeminist ethics seeks to protect the
fluidity and vitality of trans lives against various forms of anti-trans violence, including physical,
psychological, economic, and administrative violence. Transfeminist ethics seeks to cultivate
collective resistance against dominant social structures and norms that cause harm to trans
communities, to radically change those harmful structures and norms, and to secure greater
agency, solidarity, and power for trans communities and other marginalized communities.
Accordingly, trans practices of governance are often grounded in community-led design and
collective organizing of direct action against governance systems that cause harm to trans people
and other marginalized groups (Costanza-Chock, 2020; Nownes, 2019; Verloo & van der
Vleuten, 2020). Trans governance practices involve polycentric capacity-building, resource-
sharing, and mutual care arrangements within localized networks of trans people, as well as co-
creating policy within communities and with sympathetic actors in powerful institutions to
transform narrow relations of trans political inclusion into stronger relations of security,
accountability, and justice for trans people (Davidson, 2007; Malatino, 2020, 2022; McFadden et
al., 2004; van der Drift & Raha, 2020; Verloo & van der Vleuten, 2020).

In my research, | apply transfeminist ethical principles and practices through an approach
| refer to as transfeminist Al ethics. I define transfeminist Al ethics as the application of

transfeminist ethical principles to the study and practice of Al governance. Researchers have
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found that Al systems put trans people at risk of experiencing many types of physical,
psychological, social, and economic harms, such as harms caused by trans-exclusionary
healthcare automation, recruitment and hiring automation, facial and gender recognition, security
and law enforcement applications, and generative Al applications (Costanza-Chock, 2018;
Keyes, 2018; Scheuerman, Pape, & Hanna, 2021; Scheuerman, Paul, & Brubaker, 2019;
Ungless, Ross, & Lauscher, 2023). However, rather than studying the ethical issues arising from
those and other specific anti-trans use cases of Al systems, | apply principles and practices of
transfeminist ethics to study Al systems and their governance through a transfeminist lens more
generally. My approach to transfeminist Al ethics scaffolds upon my assumptions of service
realism to center a broad scope of ethical issues and governance interventions, all of which are of
particular importance to the protection and flourishing of trans communities and other
marginalized communities impacted by Al systems. There are six main ethical issues and
governance interventions that | center in my research:

(1) Socio-political & socio-economic conditions: Conditions of political and economic

inclusion, exclusion, injustice, and accountability in Al systems and their governance.

(2) Inequitable value co-creation: The co-creation of inequitable Al systems and

governance systems through networks of dominant actors, marginalized actors, resource

dependencies, and institutional arrangements.

(3) Norms & values of dominant actors: Exclusionary norms and values underlying state-

led and industry-led Al governance systems.

(4) Harms of dominant actors: Harmful outcomes of Al governance actions and inactions

taken by dominant state actors and industry actors.
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(5) Opportunities for top-down change: Practical opportunities for preventing harm and
securing greater power for marginalized communities by changing state-led and industry-
led Al governance systems.

(6) Opportunities for bottom-up change: Practical opportunities for preventing harm and

securing greater power for marginalized communities by developing alternative Al

governance systems led by communities, workers, and civil society organizations.

As we will see in the following chapter, Al systems have a multitude of impacts on
society and the environment. Because of the global scale, high frequency, and multi-contextual
complexity of those impacts, the emerging field of Al governance covers such a vast space of
ethical issues and governance interventions that it is impossible to comprehensively cover every
conceivable issue and intervention within a scope of a single study (or even within the scope of a
single dissertation). Transfeminist Al ethics therefore provides a meta-theoretical heuristic for
orienting my analysis of large-scale phenomena-such as global Al value chains (Chapter 2),
federal and provincial Al governance initiatives (Chapter 3), and a national Al governance
system (Chapter 4)-toward the ethical issues and practical opportunities | outline above.

1.5. Contributions of Dissertation

Each chapter of this dissertation makes novel contributions to researchers, practitioners
and policymakers. The contributions of Chapters 2, 3, and 4 are described in detail in the
concluding sections of each of those chapters. Table 1.2 provides a summary of each chapter’s

contributions to research, practice, and policy.



24

Table 1.2: Summary of this dissertation’s contributions to research, practice, and policy.

Chapter

Contributions to research

Contributions to practice & policy

Chapter 1
(Introduction)

e A meta-theoretical framework
that can be applied to theorize and
analyze Al governance activities
in any context.

¢ A meta-theoretical framework that
can be applied to guide Al
governance practices and
policymaking in any context.

Chapter 2
(The Impacts of
Al)

e A novel theoretical framework of
Al value chains.

e Framework is applied to a
literature review that (1)
integrates a diverse range of Al
impacts and ethical concerns, and
(2) clarifies the ontological,
ethical, practical, and policy
implications of Al value chains.

e Guidance for (1) developing
ethical sourcing standards to
prevent harmful impacts of Al
systems across their lifecycles and
value chains, and (2) enforcing
those standards through
international and national policy.

(Conclusion)

Chapter 3 o A framework of theories and ¢ Guidance for stronger monitoring
(Al Governance methods for national-scale of Al governance outcomes,
Initiatives in analysis of Al governance public trust in Al, intervention
Canada) initiatives. across a diversity of Al impacts,

e Novel empirical data about and coordination between
Canadian Al governance governments, sectors, and
initiatives; analysis of that data. e Recommendations are transferable

e Data, findings, and framework are to other Al governance contexts
transferable to other studies of Al facing similar challenges.
governance initiatives.

Chapter 4 e A framework of theories and e Strategic objectives, practices, and
(Al Governance methods for macro-scale analysis policy interventions for addressing
Systems in of Al governance systems. challenges of collaboration,
Canada) e Novel empirical data about coordination, participation, access
components of Canada’s national to resources, diversity, equity, and
Al governance system; analysis inclusion in a national Al
of that data. governance system.

e Data, findings, and framework are | ¢ Recommendations are transferable
transferable to other studies of Al to other Al governance contexts
governance systems. facing similar challenges.

Chapter 5 e The application of a transfeminist | e Guidance for enacting Al

lens to provide a novel synthesis
of Al governance research and
practice.

governance based on transfeminist
ethical principles to researchers,
practitioners, public servants,
journalists, creatives, and
community organizers.
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Chapter 2

The Impacts of Al:
A Theory and Analysis of Al VValue Chains

About this Article: This article was co-authored with David Gray Widder beginning in May
2022 and was originally titled The Ethics of Al Value Chains. The article was accepted for

publication in a future issue of Big Data & Society in April 2025.
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Abstract

Researchers, practitioners, and policymakers with an interest in Al ethics need more
integrative approaches for studying and intervening in Al systems across many contexts and
scales of activity. This paper presents Al value chains as an integrative concept that satisfies that
need. To more clearly theorize Al value chains and conceptually distinguish them from supply
chains, we review theories of value chains and Al value chains from the strategic management,
service science, economic geography, industry, government, and applied research literature. We
then conduct an integrative review of a sample of 67 sources that cover the ethical concerns
implicated in Al value chains. Building upon the findings of our integrative review, we
recommend three future directions that researchers, practitioners, and policymakers can take to
advance more ethical practices across Al value chains. We urge Al ethics researchers and
practitioners to move toward value chain perspectives that situate actors in context, account for
the many types of resources involved in co-creating Al systems, and integrate a wider range of

ethical concerns across contexts and scales.

Keywords: Artificial intelligence, Al ethics, value chains, supply chains, governance, policy
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2.1. Introduction

Al ethics is a field of study and practice seeking values, principles, and methods for
guiding the implementation of artificial intelligence (Al) systems. Principles and practices of
ethical Al often fail to prevent many societal and environmental harms (Attard-Frost, De los
Rios, & Walters, 2023; Greene, Hoffman, & Stark, 2019; Hagendorff, 2020; Lauer, 2021,
Morley et al., 2023; Rességuier & Rodrigues, 2020). In response, many researchers have called
for Al ethics to be re-centered around new principles or conceptual focal points such as
participatory design practices (Birhane et al., 2022a; Bondi et al., 2021), organizational practices
(Attard-Frost, De los Rios, & Walters, 2023; Méantyméki et al., 2022; Schneider et al., 2023), or
relational structures (Birhane, 2021; Crawford, 2021; Crawford & Joler, 2018). Many have also
called for new principles and practices of ethical Al based on Ubuntu and Indigenous value
systems (Gwagwa, Kazim, & Hilliard, 2022; Lewis et al., 2018; Lewis et al., 2020; Mhlambi,
2020).

In parallel with these developments in Al ethics, policymakers are taking a strong interest
in the value chains required to provide resource inputs into and receive resource outputs from Al
systems. Emerging regulatory frameworks in the European Union (European Commission, 2018,
2021; European Parliament, 2023) and Canada (Minister of Innovation, Science and Industry,
2023; Parliament of Canada, 2022) aim to set obligations on actors within the “supply chain” or
“value chain” of Al systems. Meanwhile, research literature has emerged that analyzes the policy
implications of “Al supply chains” or “Al value chains” (Brown, 2023; Cobbe, Veale, & Singh,
2023; Engler & Renda, 2022; Kak & West, 2023; Lee, Cooper, & Grimmelmann, 2023; Widder
& Nafus, 2022, 2023; Widder & Wong, 2023). However, the emerging regulatory frameworks

and policy research literature on Al supply chains/value chains lack a strong theory of Al supply
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chains/value chains. Al regulatory frameworks and Al researchers often use the terms “supply
chain” and “value chain” as though they are interchangeable, when in fact, supply chains and
value chains are different types of structures with different ontological, ethical, practical, and
policy implications.

In this paper, we present an integrative approach to Al ethics that foregrounds the value
chains involved in providing resource inputs to and receiving resource outputs from Al systems.
Our study of the ethics of Al value chains aims to accomplish two objectives:

Research Objective 1 — Integration of ethical concerns: We aim to overcome the

limitations of many current approaches to Al ethics by integrating a wide range of ethical

concerns across many actors, resources, contexts, and scales of activity.

Research Objective 2 — Clarification of value chain implications: We aim to better

theorize and clarify the ontological, ethical, practical, and policy implications of Al value

chains.

To accomplish those two objectives, we first review theories of value chains and Al value
chains in Section 2.2. In Section 2.3, we describe our methodology for an integrative review of
literature on the ethical implications of Al value chains. In Section 2.4, we present the findings
of our integrative review. In Section 2.5, we acknowledge the limitations of our review. In
Section 2.6, we recommend future directions for researchers and practitioners with an interest in
the ethics of Al value chains. We conclude in Section 2.7 by highlighting the contributions of our

review.
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2.2. Theory
2.2.1. Value Chains

In the strategic management literature, the first in-depth theorization of value chains was
Porter’s (1985) “value chain model." Porter's value chain model specifies five “primary
activities” (inbound logistics, outbound logistics, operations, marketing & sales, and service) and
four “support activities” (firm infrastructure, human resource management, technology
development, and procurement), with each activity transforming resource inputs into valuable
outputs and gradually moving resources further downstream in a linear chain-like structure. Later
theories in the economic geography literature apply the value chain concept to contexts beyond
Porter’s predefined “primary” and “support” activities, accounting for the role of value chains in
more complex organizational systems and economic networks such as global value chains
(Gereffi, Humphrey, & Sturgeon, 2006; Humphrey & Schmitz, 2000; Kano, Tsang, & Yeung,
2020) and global production networks (Coe, Dicken, & Hess, 2008; Coe & Yeung, 2019;
Henderson et al., 2001). More recently, researchers have further extended those theories to
critically study the political economies and economic geographies of digital platforms and
artificial neural network production (Butollo et al., 2022; Butollo & Schneidemesser, 2022;
Ferrari, 2023; Howson et al., 2022a, 2022b).

Researchers in the field of service science, management, engineering, and design
(SSMED) have also developed theories of value chains. SSMED researchers conceptualize value
chains as linear structures through which value is co-created and progressively added to the chain
by a series of actors who exist in diverse service contexts. In these value chains, value is
conceptualized as phenomenologically co-created preferences for action (Frost, Cheng, & Lyons,

2019), rather than as a positivistic, quantifiable, priceable, and objectively measurable
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phenomenon as value is generally conceptualized in mainstream economics (Spash 2012). In
addition to value chains, SSMED researchers theorize value networks as interactive structures
that enable value to be co-created between many interdependent actors who are situated across
contexts, spaces, times, positionalities, and scales of activity (Edvardsson, Skalén, & Tronvoll,
2015; Frost, Cheng, & Lyons, 2019; Lusch, Vargo, & Tanniru, 2010; Vargo & Lusch, 2016).
Foundational to value network ontologies are resourcing activities, the activities through which
multiple actors across the network assemble and integrate their resources with the goal of co-
creating value.

While some regard value network ontologies as a conceptually stronger successor to
value chain ontologies (Basole, 2019; Buhman et al., 2005; Dyer, 2000), others see them as
highly compatible. Compatibilist theories view value chains as value network sub-structures
through which a set of dyadic actor-actor pairings integrate some of their resourcing activities
spatially, temporally, as well as vertically (within a particular industry) and horizontally (across
multiple industries) (Alter, 2008; Chen & Chiu, 2015; Lim et al., 2018). For example, Alter’s
“service value chain framework™ assumes that value chains enable linear sets of resourcing
activities to be “continuously or repeatedly” (p. 76) performed within pre-negotiated service
delivery workflows. Similarly, the “data-value chain” model of Lim et al. characterizes data as a
resource from which many networked actors can gradually co-create value through multiple
linear chains of data collection, data analysis, and information use activities that are situated
across many service contexts. These compatibilist theories of value chains and networks reflect
an earlier understanding in the economic geography literature: within network configurations
such as global production networks, “there is inevitably an element of linearity or verticality in

the structure of its nodes and links” (Coe, Dicken, & Hess, 2008, p. 274). In this view, value
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chains are linear co-creation structures embedded within larger, non-linear networks of
production, distribution, and consumption.

Building upon compatibilist theories of value chains and value networks, we define value
chains as co-creation structures that exist within a network of actors and enable patterned
resourcing activities to occur between actors. The resourcing activities that occur within value
chains have three main properties:

(1) Situatedness: Resourcing activities are situated within specific contexts.

(2) Pattern: Resourcing activities are spatially, temporally, and organizationally

patterned, and thus capable of recurring with some degree of regularity.

(3) Value co-creativity: Resourcing activities are co-created by, perceived differently by,

and valued differently by many interdependent actors.

These three properties make the ontologies of value chains markedly different and
relatively less linear than the ontologies of supply chains, in which resourcing is typically
understood as a series of one-way, downstream movements from producers to consumers.

2.2.2. Supply Chains vs. Value Chains

Value chains have different properties than supply chains (Feller, Shunk, & Callarman,
2006). Supply chains are organized according to a “goods-dominant logic,” characterized by
Vargo and Lusch (2006) as an outdated logic of economic organization in which “tangible output
and discrete transactions were central” (p. 4). In contrast, value chains are organized according to
a “service-dominant logic” in which “intangibility, exchange processes, and relationships are
central” (p. 4). While supply chain ontologies account for a linear set of activities needed to
provide tangible resource inputs to production processes (ending in the consumption of those

resources), the value chain ontologies of SSMED account for a broader range of intangible and
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tangible resourcing activities, upstream and downstream relations, and co-creative processes that
are simultaneously productive and consumptive.

In the Al ethics literature, the ontological distinction between value chains and supply
chains has recently been re-affirmed by Widder and Nafus (2022, 2023). Widder and Nafus call
for Al development practices to move away from the task modularity and linearity inherent to
supply chain ontologies and toward the broader forms of co-creativity and relationality assumed
by value chain ontologies. In the contexts of Al systems, the difference between supply chain
and value chain ontologies is crucial: while the supply chains of Al systems scope off a
particular set of linear tasks required to make a system usable and make its outputs consumable
(thereby ending the supply chain at the “end user” or “consumer”), value chains extend the scope
of the system’s ethical, practical, and policy considerations into a broader network of co-creative
relations. For example, both ontological perspectives can account for the flow of data resources
downstream from data subjects to data owners and brokers, model developers, application
developers, and end users. However, only value chain ontologies can additionally account for
simultaneous upstream flows of financial resources, information resources, and knowledge. A
value chain ontology is also more capable of accounting for the production and consumption of
material resources, such as the energy and water required to train the model and operate its data
infrastructure, or the minerals and fuel required to build and transport the system’s hardware
components. These materials are omitted from the scope of relatively narrow
“Al supply chain”, “algorithmic supply chain”, and “data supply chain” ontologies that are
primarily focused on the downstream flow of data resources (Brown, 2023; Cobbe, Veale, &
Singh, 2023; Lee, Cooper, & Grimmelmann, 2023). Figure 2.1 illustrates this difference in

perspective between a hypothetical supply chain ontology of Al systems (focused on vertical
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production-consumption relations as resources move downstream) and a hypothetical value chain
ontology of Al systems (focused on co-creation relations as resources move downstream,

upstream, and horizontally through a larger value network).

Supply chain ontology Value chain ontology

Resources from Resources to

Data provider external actors — Data provider > external actors
in network in network
Training data Payment

Training data for training data

Resources from Resources to

Model developer external actors Model developer external actors
in network in network
Model access Pre-trained Payment
model for model

access

Resources from
external actors

Resources to

Application developer external actors

Application developer

in netwaork in network
Software application Software
P User  2pplication Usage |payment
guidance data for application

access

. . Resources from
Application user external actors ———-
in network

Resources to
external actors
in network

Application user

Figure 2.1: A supply chain ontology of Al systems contrasted with a value chain ontology of Al
systems. The actors and resources that appear here are intended to illustrate key differences
between these two perspectives, not to provide a wholly representative or exhaustive view of the

actors and resources involved in Al systems.
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2.2.3. Al Value Chains

A growing body of recent industry, government, and applied research literature examines
the value chains of Al systems. Applying our theory of value chains from the previous sub-
sections, we define Al value chains as co-creation structures that exist within a network of actors
and enable actors to pattern the resource inputs they provide to and the resource outputs they
receive from Al systems.

Much of the applied research literature on Al value chains comes from a strategic
management or industrial engineering perspective, examining the role of Al systems in adding
value or risk to pre-existing industrial value chains (Chan-Olmsted, 2019; Liu, Chen, & Chen,
2022; Oosthuizen et al., 2020; Staubli, 2022). However, some researchers directly study the
ethical and policy implications of providing resource inputs to and/or receiving resource outputs
from Al systems. Engler and Renda (2022) propose a typology of Al value chains, common
resourcing activities involved in Al value chains, and recommendations for EU policymakers
seeking to set more specific obligations for Al value chain participants. Other policy researchers
have examined how responsibility and accountability is distributed throughout the value chains
involved in supplying data resources to Al systems (Brown, 2023; Cobbe, Veale, & Singh, 2023;
Kak & West, 2023; Lee, Cooper, & Grimmelmann, 2023). These studies primarily focus on the
software resourcing activities involved in Al systems (e.g., the preparation and use of training
and testing data, the purchasing and use of compute, the development and use of models,
algorithms, code, and APIs) and propose policy interventions that target those software
resourcing activities. Widder and Nafus (2022, 2023) combine theories from computer science
and feminist science and technology studies to take a more critical approach to the ontologies

and ethics of Al value chains. In examining the practices of 27 Al engineers, they describe Al
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value chains as “heterogenous, cross-cutting, not always linear social interactions and relations
that occupy multiple social locations and cultural logics at the same time” (2022, p. 3).
Reflecting SSMED theories of value chains, Widder and Nafus emphasize that Al value chains
are situated across social, political, and economic contexts with varying patterns of resource
distribution and diverse perceptions of developer responsibility.

Alongside the applied research literature, perspectives on Al value chains from industry
represent another emerging body of literature. Similarly to the applied research literature,
industry perspectives on Al value chains are predominantly interested in how Al systems can add
value to pre-existing industrial value chains by increasing efficiency, effectiveness, or
productivity (Appen, 2021; Fife, 2022; Harlin et al., 2023; Shaw & Arkan, 2019). When industry
perspectives do discuss the ethics of Al value chains, claims about “responsible AI” or “ethical”
Al practices center on the software resources required to develop and use Al systems (e.g.,
datasets, models, compute, APIs) rather than the social, political, economic, and ecological
contexts in which the software resources and resourcing activities are situated.

Many governments take a broader perspective on Al value chains than industry, as
governments often aim to intervene in a larger set of societal and environmental impacts than
industry is typically concerned with. For example, amendments to the EU’s Al Act adopted by
the European Parliament in June 2023 impose new legal obligations on several value chain actors
for conducting data resourcing activities, open-source Al development activities, development
and use of “general-purpose Al systems” and “generative foundation models”, and
environmental impact mitigation activities. Seeking alignment with the EU regulatory
framework, amendments to Canada’s proposed Artificial Intelligence and Data Act (Minister of

Innovation, Science and Industry, 2023; Parliament of Canada, 2022) also aim to impose legal
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obligations throughout Canada’s “Al value chain.” However, the Canadian framework has not
yet set requirements on as broad a range of data resourcing, software resourcing, model
development, and environmental impact mitigation activities as the EU framework has. Notably,
both the EU and Canadian frameworks neglect to set requirements on the hardware resources
involved in developing and using Al systems. This omission indicates that both regulatory
frameworks are built upon an incomplete theory of Al value chains that privileges the socio-
technical contexts, spatial/temporal/organizational patterns, and value co-creation interactions
that are involved in Al software lifecycles. The contexts, patterns, and value co-created
throughout Al hardware lifecycles—along with many other Al value chain actors and resourcing
activities—are absent from the incomplete theoretical assumptions underlying these regulatory
frameworks.

In addition to software resources and hardware resources, many other types of resources
are implicated in Al systems, such as financial resources, knowledge resources, labor and human
resources, and governance resources. These resources are input to and output from Al systems by
a multitude of actors as they perform various interconnected activities throughout the system
lifecycle, such as design, development, deployment, and operation. Ultimately, these actors and
their resourcing activities cause many different types of beneficial and harmful impacts to
themselves and/or to other actors. Figure 2.2 illustrates some examples of the actors, resources,
activities, and impacts that exist across the value chains of Al systems. The contents of Figure

2.2 are discussed in more detail as part of our integrative literature review in Section 2.4.
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Figure 2.2: The process through which different types of actors situated within Al value
chains cause beneficial or harmful impacts by providing resources to or receiving resources
from an Al system throughout its lifecycle.

2.3. Methodology

To fulfill our two objectives of integrating Al ethics concerns and clarifying the
ontological, ethical, practical, and policy implications of Al value chains, we conducted an
integrative review of literature that covers the ethical concerns implicated in our theory of Al
value chains. Snyder’s (2019) comparison of literature review methodologies recommends
integrative review as an ideal method for investigating newly emerging topics to “create initial or
preliminary conceptualizations and theoretical models” (p. 336). As a newly emerging topic in

need of more detailed conceptual and theoretical development, the ethical implications of Al
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value chains are a suitable subject for an integrative review. Snyder notes that integrative review
“often requires a more creative collection of data, as the purpose is usually not to cover all
articles ever published on the topic but rather to combine perspectives and insights from different
fields or research traditions” (p. 336). We therefore combined a high-level structure for data
collection and analysis with a relatively unstructured set of methods for selecting and integrating
the data (see Figure 2.3). Striving for broad representation and integration of the literature
enabled us to more openly explore many newly emerging ideas, relationships, and data sources
related to the ethics of Al value chains.

To conduct our integrative review, we first applied the typology of Al ethics concerns
developed by Stahl et al. (2022) to create a high-level structure for our data collection and
analysis process. This typology covers a uniquely wide breadth of both potential harms and
benefits, such as concerns regarding control of data, security and malicious use, concentration of
economic power, loss of human autonomy and freedoms, and the development of speculative
“superintelligence.” Other typologies of Al ethics concerns focus on categorizing harms into
fine-grained subsets (Shelby et al., 2023) or on the ethical concerns related to specific types of
Al models such as language models or generative Al (Solaiman et al., 2023; Weidinger et al.,
2021), while inventories such as the Al Incident Database (2023) and AIAAIC (2023) categorize
instances of real-world Al systems causing harm. Applying the typology of Stahl et al. allows us
to present our review in a structure that illustrates that our theoretical understanding of Al value
chains integrates a wide range of ethical concerns across many actors, resources, contexts, and
scales of activity, thereby addressing our first research objective (Integration of ethical

concerns).
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The typology of Stahl et al. includes 4 high-level categories of ethical issues and is
further subdivided into 6 types of potential benefits of Al, 8 types and 30 sub-types of potential
harms, and 5 “metaphysical issues.” For each of those categories and sub-categories of ethical
concerns, we identified several value chain actors and resourcing activities related to each of the
concerns and recorded those actors and activities in an integrated inventory (see Figure 2.3 and
Appendix 2A). We then applied a purposive sampling procedure to select sources for inclusion
in our integrative review. Purposive sampling requires a high degree of researcher judgment and
pre-existing domain knowledge, and is widely used in studies that are intended to provide a rich
and illustrative account of some particular phenomena of interest, rather than an exhaustive or
statistically representative account of all relevant data (Palinkas et al., 2015; Robinson, 2014). To
provide a rich and illustrative account of the ethical issues implicated in Al value chains, we
conducted an unstructured series of searches on Scopus, ScienceDirect, and Google using
keywords drawn from the ethical concerns, value chain actors, and resourcing activities recorded
in our inventory (Appendix 2A). We selected a source for inclusion in our sample if it met three
criteria:

Criterion 1: The source was published in a scholarly journal, or by a government

organization, researcher, or journalist with expertise in Al ethics.

Criterion 2: The source provides a detailed description of one or more of the ethical

concerns recorded in our inventory.

Criterion 3: The source provides a detailed description of the actors and resourcing

activities implicated in those ethical concerns.
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Figure 2.3: Diagram of our data collection and analysis process.

We iteratively developed search keywords using these criteria until we had collected a
sample of sources sufficient to illustrate all ethical concerns, actors, and activities in our
inventory. We then recorded these sources in our inventory alongside their corresponding issues,
actors, and activities (Appendix 2A). This procedure resulted in 67 sources being included in our
sample from research literature, grey literature, and news media that collectively illustrate a wide
range of ethical concerns implicated in the Al value chain concepts we theorized in Section 2.2
(e.g., Al value chains, value chain actors, resources, resourcing activities). We reviewed each
source in our sample and integrated our findings into a written description of the ethical
concerns, value chain actors, and resourcing activities represented in the sources, thereby

addressing our second research objective (Clarification of value chain implications). A full
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inventory of the ethical concerns, value chain actors, resourcing activities, and sources sampled
in our review can be found in Appendix 2A. In writing our review, we used concepts and
terminology from the theoretical framework developed in section 2.2 (e.g., Al value chains,
value chain actors, resources, resourcing activities) to describe our findings. This enabled us to
operationalize the framework and validate its applicability to integration and analysis of a wide
range of ethical concerns. Our integrative review of the 67 sampled sources is presented in the
following section.
2.4. Ethical Implications of Al Value Chains
2.4.1. Al Value Chains & Benefits of Al

Stahl et al. (2022) note that although Al ethics usually foregrounds the harms of Al
systems, Al systems may also present benefits that should be accounted for. The potential
benefits include: insights or efficiencies from automating the processing of large volumes of data
to make predictions, decisions, or generate synthetic data outputs; improvements in economic
output and reductions of environmental damage as a result of more effective and efficient
production processes; contribution to United Nations Sustainable Development Goals (SDGs), as
well as other international and national pursuits of socially beneficial Al adoption. However,
accounting for these potential benefits within a theory of Al value chains enables us to identify
many concomitant harms. Novel insights or gains to efficiency in some parts of an Al value
chain may raise new risks in other parts of the value chain (Cobbe, Veale, & Singh, 2023;
Gansky & McDonald, 2022; Widder & Nafus, 2023). Contributions to SDGs or “Al for good”
initiatives may only be successful relative to a narrow set of values and measures (Aula &
Bowles, 2023; Madianou, 2021; Moore, 2019). Economic prosperity or environmental benefits

may be inequitably distributed across different groups, communities, or geographies. While Al
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systems may enable some value chain actors to co-create mutually beneficial outcomes, pre-
existing structural injustices in the social contexts of Al systems warrant an assumption that the
same systems will also result in harmful outcomes for other actors, particularly for those who
belong to historically marginalized communities (Birhane, 2021; Hind & Seitz, 2022).

2.4.2. Al Value Chains & Issues Arising from Machine Learning

Stahl et al. (2022) describe many ethical concerns related to the use of machine learning
(ML) technologies and methods in Al systems. These concerns include issues related to (1)
control of data, (2) reliability, and (3) lack of transparency.

Control of data in Al value chains has been widely studied. The resources and activities
required to regulate data—such as public funding, policy development, and enforcement of data
protection laws in the training and application of ML models—are a significant concern related to
the control of data in Al value chains (European Parliament, 2020; MacKinnon & King, 2022;
Veale, Binns, & Edwards, 2018). Many other resourcing activities are implicated within the
broader domain of data governance, such as informed consent from data subjects in data
collection and data use activities, as well as the sale, purchase, brokerage, and ownership of ML
training and testing data (Crain, 2018; Lamdan, 2022). Knowledge and expertise acquired by ML
experts is also required to develop ML models, and to identify how vulnerabilities in ML models
might be exploited through methods such as inversion attacks or injection attacks (Greshake et
al., 2023; Wang et al., 2022). This need for specialized knowledge resources to conduct activities
such as ML development and vulnerability testing implicates education and training programs
for ML and ML security in Al value chains. Corporate capture of the financial and data resources

needed to conduct ML research is also a concern related to control of data (Whittaker, 2021).
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Control of data issues can be observed in many real-world cases. For example, the
company Clearview Al scraped billions of images from platforms such as Facebook and
YouTube to develop facial recognition and surveillance applications of ML that have been used
by thousands of law enforcement agencies globally (Hatmaker, 2022; Perrigo, 2022).
Clearview’s data collection practices raise concerns regarding consent, ownership, regulation,
data resourcing, financial resourcing, and other public sector resourcing activities further
upstream and downstream from Clearview. Similar ethical concerns are implicated in the value
chains of generative Al systems such as ChatGPT, Stable Diffusion, and Midjourney, which are
trained on large volumes of data scraped from the open web, typically without explicit consent
from the creators or copyright owners of that data (Lee, Cooper, & Grimmelmann, 2023). In
generative Al value chains, control and ownership of data is an issue of particular importance to
value chain actors such as generative Al developers, Al users, and artists and other creative
workers (De Vynck, 2023; GitHub Copilot Litigation, 2023; Stable Diffusion Litigation, 2023;
Vincent, 2023).

Activities and ethical concerns related to the reliability of ML methods and applications
have also been widely studied. Inaccurate predictions, decisions, and other data outputs created
through the use of unreliable ML models cause many social, political, economic, physical, and
psychological harms (Angwin et al., 2016; Bender et al., 2021; Grote & Berens, 2022; Mokander
& Axente, 2023; Rankin et al., 2020). The implementation of effective quality assurance
practices for ML model training, testing, and management at multiple points throughout Al value
chains is viewed as essential for reliable and ethical ML applications (Burr & Leslie, 2023; Eitel-
Porter, 2021). The use of cloudwork platforms and labor outsourcing practices to improve data

quality, model reliability, and accuracy can also cause social, political, economic, physical, and
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psychological harms by subjecting data workers to physically and psychologically unsafe
working conditions (Irani, 2015; Miceli & Posada, 2022; Miceli, Posada, & Yang, 2022; Perrigo,
2023).

Lack of transparency in ML methods and applications presents major ethical concerns.
Transparency of the funding sources for ML research and development is one such concern
(Ahmed, Wahed, & Thompson, 2023; Ochigame, 2019; Whittaker, 2021). Documentation,
disclosure, and explanation of the data and computational resources, processes, and outcomes
involved in ML development activities and automated decision-making activities is another
transparency concern (Miceli et al., 2022; Mitchell et al., 2019; Raji et al., 2020). Also of
concern is disclosure of the extent to which diverse stakeholder knowledges were included in
ML model design, development, and use—particularly the inclusion of vulnerable data subjects
and historically marginalized groups (Birhane et al., 2022a, 2022b; Widder & Nafus, 2023).
Distribution of accountability for harms amongst Al value chain actors represents another
concern, as accountabilities can only be fairly distributed across actors if the resourcing activities
are made transparent to one another and to authorities (Bartneck et al., 2020; Brown, 2023;
Cobbe, Veale, & Singh, 2023; European Commission, 2022; Zech, 2021). Additionally, practices
of collective organizing and resistance against harmful Al systems are an important ethical issue
in cases where an ML application has caused harm due to a lack of fairness, accountability, and
transparency in its value chain (e.g., ACLU, 2023; Broderick, 2023).

2.4.3. Al Value Chains & Ethics of Living in a Digital World

Stahl et al. (2022) outline many ethical concerns related to harms caused by Al systems

as a consequence of “living in a digital world.” These concerns include: (1) economic issues, (2)

justice, (3) human freedoms, (4) broader societal issues, and (5) unknown issues.
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Economic issues are especially significant in Al value chains. The use of automation and
biometrics in human resources practices—along with related labor resourcing activities such as
the hiring, contracting, dismissal, and surveilling of workers—represents a political-economic
issue of ethical concern in Al value chains (Bales & Stone, 2020; Hickok & Maslej, 2023), as
does distribution of wealth, capital, and other financial resources and labor exploitation across Al
value chains (Dyer-Witheford, Kjgsen, & Steinhoff, 2019; Miceli & Posada, 2022; Miceli,
Posada, & Yang, 2022). Open-source development of Al systems and open access to data, code,
and other software resources also pose concerns related to asymmetries of political and economic
power (Langenkamp & Yue, 2022; Masiello & Slater, 2023; Widder, West, & Whittaker, 2023).

One particular case involving many of these economic issues is OpenAlI’s outsourcing of
data labeling activities to workers employed by Sama Al in Kenya, many of whom were
psychologically harmed and undercompensated during their employment (Perrigo, 2023). In
another case, Amazon’s development, use, and subsequent disuse of a hiring automation tool that
discriminated against women represents another issue related to harmful labor resourcing
activities (Dastin, 2018). The consolidation of models and datasets in an increasingly small
group of private sector actors further demonstrates that political and economic harms can be
caused by resource distribution imbalances across Al value chains (Ahmed, Wahed, &
Thompson, 2023), as do the summer 2023 labor strikes of the Writers’ Guild of America (WGA)
and Screen Actors Guild-American Federation of Television and Radio Artists (SAG-AFTRA).
WGA and SAG-AFTRA workers demanded that their employers refrain from using their
likenesses or union-protected creative materials in generative Al training datasets, as well as
from requiring them to use generative Al applications in their work activities without their

consent (Broderick, 2023; Webster, 2023).
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There are many ethical concerns related to justice in Al value chains. For example, public
sector procurement, development, and use of automated decision systems in public service and
courtroom contexts has caused harm to vulnerable groups (Angwin et al., 2016; Eubanks, 2018;
Gans-Combe, 2022; Mulligan & Bamberger, 2019). The inclusion of knowledges and
perspectives from historically marginalized groups in Al education, development, and
governance processes is another concern in resourcing the knowledge required to ethically
develop Al systems (Birhane et al., 2022a; West, Whittaker, & Crawford, 2019). The just
distribution of value co-creation outcomes across Al system lifecycles is a concern to many
researchers, as is the potential for macro-scale social, political, and economic injustice caused by
widespread Al adoption (Dyer-Witheford, Kjgsen, & Steinhoff, 2019; Pasquale, 2020; Solaiman
etal., 2023).

Many resourcing activities in Al value chains have impacts on human freedoms. Ethical
concerns related to human freedoms often overlap with economic issues and justice issues, as
these concerns typically stem from a structural lack of freedom to access a particular kind of
resource, which in turn, perpetuates a further loss of freedoms. For example, harmful outcomes
of exploitative labor outsourcing and algorithmic discrimination often result in marginalized
groups experiencing a further loss of access to resources needed to pursue social, political, and
economic opportunities (Angwin et al., 2016; Eubanks, 2018; GPAI, 2022; Miceli & Posada,
2022). Restrictive access to public sector and private sector data, information, and computational
resources can also result in disproportionate levels of access to and benefit from those resources
becoming further reinforced between individuals, groups, sectors, and governments (Ahmed,

Wahed, & Thompson, 2023; Whittaker, 2021).
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What Stahl et al. (2022) refer to as broader societal issues is a category of ethical
concerns containing a variety of large-scale impacts on potentials for physical conflict,
environmental degradation, and erosion of democratic institutions. For example, military and
police procurement of use-of-force and surveillance applications represents a broad societal issue
in which many value chains become implicated in potentials for causing physical conflict and
violence (Hoijtink & Hardeveld, 2022; Mahoney, 2020; Mulligan & Bamberger, 2019; Taddeo et
al., 2021). Social filter bubbles created from the algorithmic profiling and manipulation of social
media users is another broad societal issue, implicating many value chains in potentials for
causing social, political, physical, and psychological harms (Krdnke, 2019; Woolley, 2018).
Energy and water are material resources required to train Al models and operate Al systems, and
these material resourcing activities also constitute a broad societal issue. Energy and water usage
in Al hardware and infrastructure results in substantial carbon emissions, depletion of freshwater
reserves, and other global and local environmental harms (GPAI, 2021; Li et al., 2023; Luccioni
& Hernandez-Garcia, 2023). In addition to energy and water, mineral extraction and other
mining, manufacturing, transportation, and assembly processes involved in the material
resourcing of Al systems all represent a broad societal issue, as does the disposal and recycling
of environmentally harmful electronic waste at the end of Al hardware lifecycles (Crawford,
2021; Crawford & Joler, 2018).

What Stahl et al. (2022) refer to as unknown issues is a category of ethical concerns
containing a variety of complex harms that are difficult to predict the potential consequences of.
For example, malicious value chain actors might engage in unforeseen misuses of personal data,
digital identities, misinformation, or other resources in their malicious development and/or use of

Al systems (Brundage et al., 2018). The enforcement of excessively strict or excessively



48

permissive Al regulations may also cause a variety of complex social, political, and economic
harms (Ada Lovelace Institute, 2021; Smuha, 2021). Additionally, excessive funding of Al
research that prioritizes finding solutions to the wrong problems might result in some Al risks
and harms becoming less foreseeable and/or preventable (Tiku, 2023).

2.4.4. Al Value Chains & Metaphysical Issues

Stahl et al. (2022) describe several “metaphysical issues” pertaining to speculative ethical
concerns such as machine consciousness, artificial moral agents, artificial “super-intelligence”,
and changes to “human nature” enabled by new Al technologies. These “metaphysical issues”
are purely speculative. However, the ethical implications of these hypothetical activities are
comparable to the ethical implications of empirically observable resourcing activities. For
example, concerns related to the distribution of benefit/harm through the development of a
speculative “autonomous” artificial moral agent are comparable to real-world concerns related
to human moral agents distributing benefit/narm through the development and use of automated
systems. Similarly, issues of resource distribution, consolidation, and power asymmetry arising
from the development of speculative superintelligent agents are comparable to issues of resource
distribution, resource consolidation, and power asymmetry that exist between real-world human
agents.

Some researchers convincingly argue for disregarding these speculative ethical concerns
and instead accounting for real, present harms (Gebru & Torres, 2023; Torres, 2023). We
advance these arguments by noting that the ethical concerns underlying these speculative
“metaphysical issues” are futurological extensions of ethical concerns that can already be
observed in real-world, present-day Al value chains. Therefore, greater study can and should be

given to the empirically observable Al value chains. We also note that Al value chain theories



49

and methods are flexible enough to account for the benefits and harms of Al systems across
multiple spatial, temporal, and organizational scales (including those benefits and harms that
exist only in speculative futures not meriting significant study).
2.5. Limitations

We have applied Snyder’s (2019) guidance on integrative review methodology to
illustrate the ethical implications of Al value chains through an integrative account of the ethical
concerns, value chain actors, resources, and activities described in a sample of 67 sources. Our
review is not intended to provide a comprehensive account of every source that describes the
ethical implications of Al value chains. Because we do not apply systematic review methods, the
comprehensiveness of our review is limited: our review provides analysis of high-level ethical
concerns that appear across a sample of the Al ethics literature, rather than a comprehensive
discussion of every relevant source pertaining to every one of those ethical concerns. Despite this
limitation, our review fulfills our two research objectives: our review provides an integrated
account of a wide range of ethical concerns (Objective 1) and clarifies the ontological, ethical,
practical, and policy implications of Al value chains by applying concepts developed in our
theory of Al value chains (Objective 2).
2.6. Future Directions for Research, Practice, & Policy

Future research, practice, and policy should more comprehensively account for, integrate,
and intervene in the range of ethical concerns, value chain actors, and resourcing activities we
outlined in Section 2.4. An integrative approach to accounting for and intervening in the ethics of
Al value chains requires intervening in many types of resources, activities, and societal and
environmental impacts. Software resources and the activities performed to integrate software

resources into Al systems—for example, the collection and preparation of training and test data,
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the development and deployment of models, and operation and monitoring of a model
throughout its software lifecycle—raise ethical concerns at many upstream and downstream sites
in Al value chains. In addition to software resources, many other types of resources, activities,
and impacts raise ethical concerns, including the resourcing of hardware, finances, knowledge,
labor, and governance mechanisms throughout the lifecycles of Al systems.

There are three opportunities for researchers and practitioners to further investigate the
wide range of ethical concerns implicated in Al value chains:

(1) Conduct more empirical and action research into the specific ethical concerns, value
chain actors, and resourcing activities we outlined in Section 2.4. Future research agendas could
include, for example, empirical and participatory studies of the impacts of generative Al
development and use on artists and workers, or studies of the impacts of outsourcing practices on
marginalized workers in Al value chains. By collecting and analyzing more quantitative and
qualitative data pertaining to a variety of real-world Al value chains and their related actors and
activities, researchers can provide a rich evidence base upon which other researchers,
practitioners, and policymakers can develop further research, practice, and policy on the basis of.
Additionally, by empowering value chain actors to participate in research activities, identifying
their concerns and needs, and developing interventions that are designed to satisfy their needs,
researchers can generate more detailed insights on stakeholder perspectives, best practices,
policy gaps, and policy options.

(2) Develop and apply theories and methods for systematically modeling Al value chains,
analyzing a diverse range of ethical concerns in those value chains, and enacting interventions in
those value chains. Many frameworks for systematically modeling and analyzing value chains

and value networks can be applied to studies of Al value chains, such as the service system
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analysis framework of Frost, Cheng, and Lyons (2019) and the data value chain framework of
Lim et al. (2018). These and similar frameworks can help to ground future research on the ethics
of Al value chains in stronger value chain theories and methodologies.

(3) Design and implement ethical sourcing practices across all of the value chains that
provide resource inputs to or receive resource outputs from Al systems. Ethical sourcing
practices have been adopted in with different degrees of effectiveness in many industries, and are
intended to support in “managing all processes of supplying the firm with required materials and
services from a set of suppliers in an ethical and socially responsible manner” (Kim, Colicchia,
& Menachof, 2018, p. 1033). In the context of Al practices, ethical sourcing requires all actors
that provide resources inputs to or receive resource outputs from Al systems to account for a
diverse range of impacts that their activities have on society and the environment (Widder &
Wong, 2023). Many frameworks for guiding ethical sourcing practices in Al systems have been
developed by academic researchers, such as documentation and auditing frameworks for data
and model resourcing (Mitchell et al., 2019; Miceli et al., 2022; Raji et al., 2020). Fairwork’s
principles and practices for preventing harms to workers across Al value chains (Fairwork, 2023;
GPALI, 2022) and Global Partnership on AI’s principles and practices for mitigating the harmful
environmental impacts of Al systems (GPAI, 2021) represent two ethical sourcing frameworks
that cover a range of ethical concerns related to labor and the environment.

Governance mechanisms such as industry standards, certification programs, guidance
documents, and codes of conduct should also be used to support the implementation of ethical
sourcing practices across Al value chains. Many existing standards, certification programs,
guidance documents, and codes of conduct focus on a narrow socio-technical context, while

affording minimal or no attention to concerns implicated in the broader social, political,
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economic, material, and ecological contexts of Al value chains (Government of Canada, 2023a;
ISO, 2023; NIST, 2023; Responsible Artificial Intelligence Institute, 2022). In contrast, the
Treasury Board of Canada Secretariat has published a voluntary guide for using generative Al
applications in Canada’s federal public sector that provides principles and best practices for a
wide-ranging set of ethical concerns, such as Al literacy development, professional autonomy,
and environmental impact mitigation (Government of Canada, 2023b). Future iterations of these
and other Al governance mechanisms—such as legislation, regulations, and other policy
instruments—should be used to implement more comprehensive principles and best practices for
ethical sourcing across the many actors, activities, and contexts of Al value chains.
2.7. Conclusion

We have reviewed and synthesized theories of value chains and Al value chains. We
have also conducted an integrative review of recent literature on the ethical implications of Al
value chains. We have therefore accomplished our two objectives of (1) integrating Al ethics
concerns into our conceptualization of Al value chains, and (2) clarifying the ontological, ethical,
practical, and policy implications of Al value chains. In doing so, we have made a scientific
contribution to the theoretical development, scholarly knowledge, and practitioner knowledge of
Al value chains. The opportunities for future research and practice we outline also represent a
significant practical contribution, as these opportunities provide a preliminary agenda for further
advancing studies and practices of ethical Al value chain governance.

Al value chains will remain a focal point of Al ethics and governance initiatives into the
foreseeable future. As those initiatives continue to unfold, researchers, practitioners, and
policymakers with an interest in the ethics of Al value chains can look to this paper for guidance

in conceptualizing and conducting their work. Al ethics must advance beyond decontextualized
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discussions of ethics and toward value chain perspectives that situate actors in context, account
for the many types of resources involved in co-creating Al systems, and integrate a wider range

of ethical concerns across contexts and scales.
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Chapter 3

Al Governance Initiatives in Canada

About this article: This article was co-authored with Ana Brandusescu and Kelly Lyons
beginning in January 2022 and was originally titled The Governance of Artificial Intelligence in
Canada: Findings and Opportunities from a Review of 84 Al Governance Initiatives. The
original article was published in Government Information Quarterly in April 2024 and can be

found at: https://www.sciencedirect.com/science/article/pii/S0740624X24000212
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Abstract

In recent years, the effective governance of artificial intelligence (Al) systems has become a
strategic necessity for many nations. Among those nations, Canada is particularly noteworthy:
Canada was the first nation to implement a national Al strategy, and more recently, Canada’s
federal and provincial governments have designed and implemented a wide range of initiatives
that attempt to intervene in a variety of potential impacts associated with Al systems. We present
a semi-systematic review and synthesis of 84 of those Al governance initiatives. We find that
those 84 initiatives predominantly focus on developing programs, policies, and strategic plans to
intervene in industry and innovation, technology production and use, Al research, and public
administration. Conversely, we find relatively little focus on developing ethics statements or
standards, as well as little focus on intervening in social and workforce development services, Al
education and training, and digital infrastructure. We suggest three opportunities for researchers
and four opportunities for practitioners that, if enacted, would strengthen the overall state of
Canadian Al governance. Our study contributes a novel macro-scale synthesis of Al governance
initiatives within a national context, as well as practical opportunities for intervening in national
Al governance challenges related to evaluation of initiative outcomes, public trust and

participation in initiatives, Al impact representation in initiatives, and national unification.

Keywords: Artificial intelligence, governance, policy, strategy, Al ethics, literature review,

content analysis
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3.1. Introduction

The governance of artificial intelligence (Al) systems has quickly become a strategic
imperative for governments around the world, with more than 40 national governments having
adopted Al strategies as of 2022 (OECD, 2022b). Among those nations, Canada is especially
notable: in 2017, Canada became the first country to adopt a national Al strategy (Radu, 2021),
and in the years since then, Canada’s system of Al governance has continued to evolve with a
distinctive focus on enabling Al research and talent acquisition, leadership in ethical Al, and
multistakeholderism in Al policymaking (Kung, Boskovic, & Stix, 2020). Throughout that
evolution, many initiatives intended to govern the development and use of Al systems have been
launched across Canada’s public and private sector, as well as across many levels of government.

Canada’s early entry into Al governance in 2017—along with the country’s large-scale
and continuous advancements in Al governance across multiple sectors and levels of government
(Brandusescu, 2021; Frost, 2020)-have made Canada into a uniquely information-rich national
Al governance context. The complexity, diversity, and maturity of Canada’s system of Al
governance makes Canada an ideal subject for an empirical and integrative study of Al
governance initiatives and stakeholders within a national context. A study of Canada’s system of
Al governance would therefore fill a gap that Birkstedt et al. (2023) note in their recent review of
the Al governance literature: Al governance research requires more empirical, integrative, and
context-sensitive analysis of a diverse range of Al governance initiatives and stakeholders within
specific Al governance contexts.

To fill that gap, we conducted a study of a selection of 84 Al governance initiatives that
were launched or commissioned by the federal government and three provincial governments in

Canada from 2017 to 2022. Many observers in academia, industry, and civil society have already
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noted that Canadian Al governance initiatives face many challenges, including: public mistrust
in Al technologies (Deloitte, 2019; Gaon & Stedman, 2019; Ipsos, 2022; Reeveley, 2021), public
engagement on major Al governance initiatives (Attard-Frost, 2022; Brandusescu & Sieber,
2022; Centre for Digital Rights, 2022; Karanicolas, 2019; McKelvey & MacDonald, 2019; Rice,
2021; Tessono et al., 2022), accountability in the public funding and public procurement of Al
technologies (Brandusescu, 2021; Lepage-Richer & McKelvey, 2022; McKelvey, McPhail, &
Rajabiun, 2022; Stevens & Brandusescu, 2021; Stevens & Solomun, 2021), commercialization,
adoption, and retention of Canadian Al innovation and talent (Babashahiashtiani, 2021;
Innovation, Science and Economic Development Canada, 2020; Ouimette, 2022), and protection
of consumers, workers, and citizens against harmful practices of Al use (Bailey et al., 2021;
Centre for Digital Rights, 2022; Munro, 2019; Office of the Privacy Commissioner of Canada,
2021a, 2021b; Rice, 2021; Robertson, Khoo, & Song, 2020). Given these existing observations
of the challenges facing Canadian Al governance initiatives, our study is guided by two research
questions and two main research objectives that respond to those research questions:

Research Question 1: What Al governance initiatives have been undertaken by Canadian

federal and provincial governments?

Research Question 2: What opportunities exist for strengthening Canada’s system of Al

governance?

Obijective 1: Review a diversity of Canadian Al governance initiatives to fill the research

gap in empirical, integrative, and context-sensitive analysis of a diverse range of Al

governance initiatives and stakeholders.
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Obijective 2: Synthesize the findings of our review into a set of opportunities that
researchers and public servants can act upon to strengthen Canada’s system of Al
governance.

In Section 3.2, we discuss the theoretical background for our study. In Section 3.3, we
describe the research design and methodology for our study. In Section 3.4, we present our key
findings from a semi-systematic review of Canada’s Al governance initiatives. In Section 3.5, we
outline a set of opportunities for researchers and practitioners to strengthen Canada’s system of
Al governance based on the findings of our review. In Section 3.6, we describe the limitations of
our study. We conclude in Section 3.7 by discussing the contributions of our study to Al
governance research and practice.

3.2. Theoretical Background
3.2.1. Artificial Intelligence & Al Governance

Artificial intelligence (Al) has no universally agreed upon definition, but Al is often
characterized as a type of technological system that is capable of performing cognitive activity
within a specific application context and with some degree of autonomy from human actors
(Lewis et al., 2018; Dwivedi et al., 2021; Nitzberg & Zysman, 2022; OECD, 2022a; Madan &
Ashok, 2023). Because Al systems are capable of causing a wide range of beneficial and harmful
impacts, Al governance has emerged as a field of research and practice. Like Al itself, Al
governance has no universally agreed upon definition, but scholars tend to characterize Al
governance as a practice intended to maximize various types of beneficial impacts and minimize
various types of harmful impacts in the development and use of Al systems (Kuziemski &
Misuraca, 2020; Dwivedi et al, 2021; Nitzberg & Zysman, 2022; Wirtz, Weyerer, & Kehl, 2022;

Camilleri, 2023). While Al governance practices can at times overlap with data governance
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practices (Janssen et al., 2020; Mantymaki et al., 2022), distinct practices of Al governance have
been observed across various contexts and scales of activity, including practices of global and
international Al governance (Erdélyi & Goldsmith, 2022; Roberts et al., 2023; Tallberg et al.,
2023), national Al governance (Radu, 2021; Djeffal, Siewert, & Wurster, 2022; Wilson, 2022),
local and municipal Al governance (Kinder et al., 2023; Wan & Sieber, 2023), sectoral Al
governance (Kuziemski & Misuraca, 2020; Zuiderwijk, Chen, & Salem, 2021), and
organizational Al governance (Cihon, Schuett, & Baum, 2021; Méantymaki et al., 2022). Al
governance practices are intended to intervene in the impacts of Al systems through the design
and implementation of several types of initiatives, including strategies, policies, government
programs, technical standards, and ethics statements (Birkstedt et al., 2023). We describe the
goals and activities involved in each of these types of initiatives in greater detail in Section 3.3.
3.2.2. Initiatives & Al Governance Initiatives

In the organizational studies literature, initiatives are commonly characterized as planned
organizational actions in which resources are integrated and directed toward a long-term
outcome that significantly changes organizational structures and operations, such as the
implementation of new strategies, policies, or programs (Flamholtz & Randle, 2008; Saunders,
Mann, & Smith, 2008). Initiatives are therefore a broader category of organizational activity than
projects or programs, and are especially useful in strategic contexts where new rules and norms
are emerging, organizational knowledge and structures are fluid, and the operational
environment is complex and volatile (Keenan et al., 2013; Saunders, Mann, & Smith, 2008;
Vasileva, 2019). Al governance contexts at national scales are often theorized as strategic
contexts where new rules and norms are emerging, organizational knowledge and structures are

fluid, and the operational environment is complex and volatile (Djeffal, Siewert, & Wurster,
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2022; Frost, 2020; Radu, 2021). This makes organizational theory’s conceptualization of
initiatives especially applicable to studying a national Al governance context such as Canada’s
system of Al governance. In our study of Canada’s system of Al governance, we apply an
organizational theory perspective to conceptualize Al governance initiatives as organizational
activities intended to institute new strategic plans, programs, policies, standards, or ethical
guidance for intervening in impacts caused by the development and/or use of Al systems.

3.3. Research Design & Methodology

Snyder’s (2019) influential comparative analysis of literature review methodologies finds
that semi-systematic review is an ideal method in multidisciplinary and voluminous review
contexts (such as a review of Al governance literature), where “to review every single article that
could be relevant to the topic is simply not possible” (p. 335). Unlike systematic review
methodologies (which use only highly structured search and data collection methods) and
integrative review methodologies (which use relatively unstructured search strategies to facilitate
greater critical reflection on the literature), a semi-systematic review combines structured and
unstructured search strategies to “synthesize the state of knowledge” (p. 335) in complex
research contexts.

We therefore applied a semi-systematic methodology to search for and review web
content and documentation pertaining to the Al governance initiatives of the Canadian federal
government, as well as the Al governance initiatives of the three provincial governments of
Ontario, Québec, and Alberta. These three particular provinces were selected for inclusion in the
study due to the high concentration of Al-related research, innovation, and investment that has
been cultivated in Ontario, Québec, and Alberta through regionally targeted initiatives, such as

the three National Al Institutes that are located within these three provinces and administered
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through the Pan-Canadian Al Strategy. Although our selection of provinces and initiatives does

not provide an exhaustive account of all Al governance initiatives undertaken by Canadian

governments, our focus on the federal government along with these three particular provincial

governments ensured that our study would represent the most strategically significant public

sector Al governance initiatives in Canada.

Queries

Yy
o

Canada.ca

~_ A

Ty
Me—

Ontario.ca

N~

Yy
Ak

353
results

115

results

190
results

initiatives:

53 federal,
2. Relevance 31 provincial

1. Search

Search queries:

+ Canada.ca advanced
search: "artificial
intelligence"

+ Ontario.ca search:
"artficial intelligence”

+ Google search:
"site:quebec.ca
"artificial
intelligence™

+ Alberta.ca search:
"artificial
intelligence"

+ Supplementary
sources gathered
from references in
main sources and
external knowledge

Quebec.ca

S~

Yy
o

Alberta.ca
SN A

Ty
I

Supple-

mentary

12
results

40
items

Sources

screening

Relevance criteria:

* Published 2017 or
later.

+ Acknowledges that Al
has or will have
social, economic,
political, and/or
ecological impacts

» Enacts or describes
an actionable
intervention in those
impacts.

84 Al governance

3. Content
analysis

Findings &
opportunities

Research
Report

Intervention types:
* Policy

» Program

» Strategic Plan

+ Standard

- Ethics Statement

Governance areas:

+ Research

+ Education & Training
+ Tech Production &

Use

* Industry & Innovation
+ Data Governance

+ Digital Infrastructure
+ Social & Workforce

+ Public

Administration

Figure 3.1: Diagram created by the authors of the data collection and analysis process of our

study.

As illustrated in Figure 3.1, we conducted our study in three phases: search, relevance

screening, and content analysis.

Phase 1: Search. The search process was mainly conducted from January 2022 to March

2022. Within that timeframe, we conducted searches using the search engines of federal and

provincial government websites to locate all content on each website containing the term
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“artificial intelligence.” Additionally, we compiled supplementary sources based on our prior
knowledge of Al governance initiatives in Canada, our knowledge of new initiatives that were
publicly announced during a later phase of the study, as well as sources that were referenced in
the content gathered from the four search engines that did not appear as search results
themselves. This combination of structured and unstructured search strategies was chosen to
enable us to account for a more comprehensive set of initiatives that was better representative of
the current state of Canada’s system of Al governance. A full list of the methods through which
each of the sources included in our study were located (search engine, content referencing, or
external knowledge) can be found in Appendix 3A.

Phase 2: Relevance screening. The sources collected from the four search engines along
with the supplementary sources were read and screened with reference to three relevance criteria.
These criteria were used to determine whether or not the source described a unique Al
governance initiative of relevance to the study:

Criterion 1: The source was published in 2017 or later (the year that Canada’s national

Al strategy was launched).

Criterion 2: The source acknowledges that Al has or will have social, economic, political,

and/or ecological impacts.

Criterion 3: The source represents an initiative in that it enacts or describes an actionable

intervention in those impacts.

Relevant sources were included in the next phase of the review, while non-relevant
sources were excluded. A full inventory of all of the relevant initiatives we analyzed during our

study can be found in Appendix 3A. As shown in Figure 3.1, the search process produced a total
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of 699 sources, of which 84 sources (53 federal and 31 provincial) were identified as relevant to
our study.

Phase 3: Content Analysis. Our content analysis began in January 2022 and concluded at
the end of January 2023. Web content associated with the 84 relevant sources was iteratively
analyzed in order to develop codes, themes, and categories pertaining to the types of governance
interventions and governance areas covered by each initiative (see Figure 3.2). Codes, themes,
and categories emerged inductively from analyzing 33 extended-length observational notes made
during analysis of common activities and concerns across multiple initiatives (referred to in
Figure 3.2 as “cross-initiative observations”). We then identified additional secondary sources
that were coherent with and relevant to the findings of our content analysis, and could be
referenced in reporting on the findings of our content analysis (Sections 3.4 and 3.5) to enhance
their robustness. The content analysis was conducted in accordance with the “conventional
content analysis” methods of inductive coding and iterative category development described by
Hsieh and Shannon (2005) and the six trustworthiness criteria described by Nowell et al. (2017):

(1) Credibility was ensured through prolonged and persistent engagement with the
content over the course of one year, triangulation of codes and categories through regular
discussions between the three researchers, and ongoing peer debriefing to provide external
checks on the validity of preliminary findings as they emerged. Observing similarities between
our categories and categories developed through an earlier comparative case study of Canadian
and other national Al strategies (Kung, Boskovic, & Stix, 2020) also helped us ensure the
credibility of our analysis.

(2) Transferability to other research contexts was ensured by providing thick descriptions

of the social, political, economic, and ecological contexts surrounding the Al governance
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activities we observed (transferability is discussed in more detail in Sections 3.6 and 3.7).

(3) Dependability was ensured by keeping “logical, traceable, and clearly documented”
records of our data collection and analysis activities throughout our research process, as well as
by providing detailed reporting on our methodological decisions in this section.

(4) Confirmability was ensured by keeping records of and justifying our theoretical and
methodological decisions throughout our reporting on the study.

(5) Auditability was ensured by documenting our research process, the data we collected,
the codes, categories, and themes we developed, and our methodological decisions in collecting
and analyzing the data. Our reporting on our data collection and analysis processes throughout
this section, Appendix 3A, and Appendix 3B is intended to ensure that another researcher with
“the same data, perspective, and situation could arrive at the same or comparable, but not
contradictory, conclusions.”

(6) Reflexivity was ensured early in the study by keeping a “reflexive journal” of
extended-length cross-initiative observations and personal reflections, as well as later on in the
study by organizing regular researcher meetings and a shared codebook in which we could
collaboratively discuss our observations and establish shared interpretations of their significance

for our study.
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Figure 3.2: Diagram created by the authors illustrating the structure of the content analysis
process through which categories, codes, themes, and opportunities for improvement were
generated.

3.4. Findings
3.4.1. Overview of Findings

Across the 84 initiatives included in our study, we identified and defined five intervention
types and eight governance areas, as shown Tables 3.1 and 3.2. A full inventory of the names,

departments, governments, years of origin, intervention types, governance areas, discovery
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methods, and webpages associated with all 84 initiatives can be found in Appendix 3A. A full
breakdown of the data we created pertaining to the level of government, intervention type,
governance area, and year of origin associated with each initiative can be found in Appendix 3B.
Charts depicting the total number of initiatives by year of origin, intervention type, and
governance area can be found in Figures 3.4 and 3.5. For added clarity regarding the
organizations we discuss and the initiatives they are responsible for, a diagram depicting a set of
key federal entities, relations, and acronyms can be found in Figure 3.3.

Table 3.1: Intervention types that were identified and defined during content analysis.

(1) Policy: A “set of statements of principles, values and intent that outlines expectations and
provides a basis for consistent decision-making and resource allocation in respect to a specific
issue” (Government of Canada, 2021). Includes many types of instruments such as legislation,
regulations, and directives, as well as the activities and recommendations involved in
developing policy instruments.

(2) Program: A collection of projects that are managed together with “shared strategic intent”
(Saunders, Mann, & Smith, 2008, p. 1096).

(3) Strategic Plan: A detailed action plan intended to “address the key strategic objectives” of
an organization (Saunders, Mann, & Smith, 2008, p. 1106).

(4) Standard: An in-progress or completed document that is “established by a consensus of
subject matter experts and approved by a recognized body that provides guidance on the
design, use or performance of materials, products, processes, services, systems or persons.”

(1SO, n.d.)

(5) Ethics Statement: Statements of principles, declarations, or guidelines that “prescribe
ethical direction to AIS [Al system] developers, AlS users, policymakers, and other
stakeholders who seek to maximize the potential benefits and minimize the potential harms of
AIS operations” (Attard-Frost, De los Rios, & Walters, 2022, p. 1).

Table 3.2: Governance areas that were identified and defined during content analysis.

(1) Al Research: In response to perceived Al impacts, the initiative describes or enacts an
intervention in scientific, social scientific and/or humanities research on Al.

(2) Al Education & Training: In response to perceived Al impacts, the initiative describes or
enacts an intervention in education or training on Al design, development, and/or use.
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(3) Technology Production & Use: In response to perceived Al impacts, the initiative
describes or enacts an intervention in the design, development, and/or use requirements of Al
technologies.

(4) Industry & Innovation: In response to perceived Al impacts, the initiative describes or
enacts an intervention in economic activities related to Al innovation or Al-enabled
industrial/sectoral development.

(5) Data Governance: In response to perceived Al impacts, the initiative describes or enacts
an intervention in the collection, use, privacy, security, management, or stewardship of data.

(6) Digital Infrastructure: In response to perceived Al impacts, the initiative describes or
enacts an intervention in the development or operation of digital hardware or infrastructure,
such as computing environments, data centres, CPUs, or GPUs.

(7) Social & Workforce: In response to perceived Al impacts, the initiative describes or
enacts an intervention in social or workforce development services.

(8) Public Administration: In response to perceived Al impacts, the initiative describes or
enacts an intervention in the design, development, and/or use of Al applications in public
administration contexts.

To maintain consistency with a theoretical understanding of “initiatives” as

organizational activities, the definitions we assigned to intervention types were based on

definitions provided by researchers and institutions that describe the intervention in terms of the

organizational activities that it involves. The definitions we assigned to governance areas were
based on the types of Al impacts acknowledged within the initiative, as well as based on the

context of the initiative’s proposed or enacted intervention. Each initiative represented only a

single type of intervention, but many initiatives were relevant to more than one governance area.

Intervention types are therefore mutually exclusive while counts of governance areas are not

mutually exclusive.
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Figure 3.3: Diagram of the structure of a subset of federal organizations, initiatives, and lines of

responsibility that are of particular significance to our findings and opportunities.

3.4.2. Intervent

ion Types

As illustrated in Figure 3.4, of the 84 Al governance initiatives included in our study, 36

are programs, 20 are policies, 18 are strategic plans, six are ethics statements, and four are

standards. Since 2018, programs have consistently been the most favored type of Al governance

intervention at both the federal level and the provincial level, with 25 federal and 11 provincial

programs launched to date. In 2019, policy interventions started to become more commonplace

at both the federal and the provincial level, with 13 federal policy initiatives and seven provincial

policy initiatives launched to date. Strategic plans have been consistently launched across the six

years represented in our study, though unlike the other intervention types included in our study,

there have been more strategic plans launched at the provincial level than at the federal level (10
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provincial strategic plans vs. eight federal strategic plans). Ethics statements and standards are
comparatively more scarce: one ethics statement initiative was launched each year between 2017
and 2020, two were launched in 2021, and no new ethics statement initiatives were launched in
2022; after one standards initiative was launched in 2017, no new standards initiatives were
launched from 2018-2020, two new standards initiatives were launched in 2021, and one new

standards initiative was launched in 2022.

Initiatives by Year & Intervention Type

m Policy = Program O Strategic Plan mStandard = Ethics Statement

20

0 . I I

2017 2018 2019 2020 2021 2022

15

10

Figure 3.4: Bar chart depicting distribution of intervention types and years of origin across the
84 initiatives included in our study.
3.4.3. Governance Areas
In addition to identifying trends and gaps in intervention types, we are also able to
identify several trends and gaps in governance areas. As illustrated in Figure 3.5, of the 84 Al
governance initiatives included in our study, 50 seek to intervene in impacts related to industry

and innovation, 40 in impacts related to technology production and use, 28 in impacts related to
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Al research, 27 in impacts related to public administration, 20 in impacts related to data
governance, 19 in impacts related to social and workforce issues, 10 in impacts related to Al
education and training, and six in impacts related to digital infrastructure. Note that the
governance areas we identify are not mutually exclusive—most initiatives seek to intervene in
multiple governance areas (see Appendix 3A). With the exception of 2022, industry and
innovation has been represented in more initiatives than any other governance area across every
year included in our study. Technology production and use as well as Al research have also seen
significant representation in most of the initiatives included in our study, with a substantial
decline in Al research initiatives in 2021 and a substantial increase in technology production and
use initiatives in 2022. The renewal of Al research initiatives in 2022 is attributed to the launch
of the Canadian Institute for Advanced Research (CIFAR)’s second phase of the Pan-Canadian
Al Strategy, as well as the rollout of multiple new policy and strategy initiatives with a
significant research component in Québec and Alberta. There has been relatively consistent year-
after-year representation of social, workforce, and public administration issues across all of the
initiatives included in the study, sporadic representation of Al education, training, and data
governance issues across the years, and comparatively little representation of digital

infrastructure issues.
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Figure 3.5: Bar chart depicting distribution of governance areas and years of origin across the
84 initiatives included in our study.
3.4.4. Program Initiatives
At present, Canadian Al governance primarily operates through interventions made by

government-funded programs. A particularly notable portfolio of programs are those associated
with the Pan-Canadian Al Strategy (referred to as initiative #F01 in Appendix 3A). The Pan-
Canadian Al Strategy is administered by CIFAR-an independent, non-profit research
organization—under appointment from Innovation, Science and Economic Development Canada
(ISED), a federal department responsible for a broad portfolio of industry and innovation issues.
The first phase of the Pan-Canadian Al Strategy was launched in 2017, which included 4
programs of relevance to our study: the National Al Institutes (initiative #F02 in Appendix 3A),
the Canada CIFAR Al Chairs (#F10), the National Program of Activities (#F08), and Al &
Society (#F09). The National Al Institutes are a program through which three centers for Al
research and innovation have been established: the Vector Institute in Toronto, Ontario; Mila in

Montréal, Québec; and Amii in Edmonton, Alberta. The Canada CIFAR Al Chairs program aims
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to recruit and retain the world’s top Al researchers, while the National Program of Activities
aims to support training and collaboration on Al development across the country. Through the Al
& Society program, CIFAR has led a variety of activities with the goal of enabling responsible
Al development, including a series of cross-country policy workshops, the design of Al
governance solutions for low-middle income countries, as well as multiple reports on the global
landscape of Al governance and responsible Al practices. In 2022, CIFAR launched the second
phase of the Pan-Canadian Al Strategy, which in addition to renewing their phase one initiatives,
introduced four new programs of relevance to our study: the Pan-Canadian Al Compute
Environment (#F48), intended to support the computing infrastructure needs of Canada’s Al
researchers and developers; Al for Health (#F49), a strategic priority and program intended to
support Al-based healthcare innovations; Al for Energy and the Environment (#F50), a strategic
priority and program intended to support Al-based energy and environmental innovations; Al
Commercialization (#F51), a strategic priority and program intended to support Canadian
companies in bringing Al technologies to market.

In addition to CIFAR, National Research Council Canada funds a variety of Al research
programs and projects geared toward technical innovation and industrial applications of Al
(initiatives #F05, #F23, #F25, #F26, #F34, and #F44 in Appendix 3A). Other notable programs
at the federal level include those associated with broader efforts to support Al-based innovation
and economic development. For example, ISED’s Global Innovation Clusters program (#F07)
was launched in 2018 to support the industrial uptake of various Al technologies in the
development of five regional economic clusters across Canada, while the International
Innovation Program administered by the Canadian Trade Commissioner Service (#F42) has

funded a variety of international partnership and technology co-development projects, including
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Al development projects. To ensure the personal information of Canadians is protected amidst
Al development and innovation, the Office of the Privacy Commissioner of Canada (a
nonpartisan agency tasked with researching, auditing, and promoting public awareness of
privacy-related issues in Canada’s federal government) has also launched consultations on Al
and funding for Al-related data governance and privacy research through its pre-existing
Contributions Program (#F11) and Consultations Program (#F12). Some federal programs have a
more inward-facing focus, such as Shared Services Canada’s 2022 Artificial Intelligence
Program (#F53) to guide federal departments in “attaining their Al goals through the application
of best practices, engagement, capabilities, and technologies,” or the Canada School of Public
Service’s 2022 “Artificial Intelligence is Here” educational series for federal public servants
(#F41).

At the provincial level, Al governance programs also strongly focus on issues of
economic development and workforce development. In Ontario, the Digital Export Market
Development Initiative launched in 2020 (initiative #0N03 in Appendix 3A) supports Ontario’s
businesses in exporting their digital products and services—including many Al products and
services—to foreign markets, while sector-specific and application-specific programs such as the
2019 Smart Grid Fund (#ON10) and 2019 Automated Vehicle Pilot Program (#ON11) support
the innovation and adoption of specific Al applications within Ontario. In Alberta, the Major
Innovation Fund launched in 2018 (#AB01) supports Al development in areas such as
autonomous systems, open data technologies, and smart agriculture, while the 2021 Micro-
credential Pilot Program (#ABO03) establishes partnerships with industry and educational
institutions to support worker training and credentialing in a variety of industries and sectors,

including a micro-credential specifically in “machine learning and artificial intelligence.” In
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Québec, development of the Al workforce is being addressed by a pilot program launched in
2021 (#QCO03) that provides permanent immigration to foreign workers in Québec’s artificial
intelligence and other information technology sectors, while the 2022 Intelligence numérique en
¢ducation program (#QC10) supports Québec’s public school system in integrating Al
applications and other digital technologies into its administrative and educational activities.
3.4.5. Policy Initiatives

Several policy initiatives also play a vital role in attempting to control the design,
development, and use of Al systems in Canada. At the federal level, Bill C-11 (also known as the
Digital Charter Implementation Act) was tabled in the Parliament of Canada in 2020 with the
goal of legislating new and revised laws concerning consumer data privacy. In 2022, the Digital
Charter Implementation Act was re-tabled as Bill C-27 (initiative #F47 in Appendix 3A), this
time containing an additional act within it-the “Artificial Intelligence and Data Act”—intended to
set rules on the operation of Al systems by individuals and commercial entities. Notably, neither
version of the Digital Charter Implementation Act applies to public sector entities. The operation
of Al systems in the federal public sector is instead covered primarily by the Directive on
Automated Decision-making (#F19), the Algorithmic Impact Assessment Tool (#F20), and the
List of Interested Artificial Intelligence Suppliers (#F24), a suite of policy instruments launched
by the Treasury Board of Canada Secretariat in 2019 (with the Suppliers List being launched in
collaboration with Public Services and Procurement Canada) that are collectively intended to
mitigate the risks of automated decision-making in many of Canada’s federal institutions.

In addition to their work on drafting the Digital Charter Implementation Act, ISED also
led the 2019 launch of Canada’s multisectoral Advisory Council on Artificial Intelligence

(#F21), intended to provide strategic and policy guidance on Al, and in 2020, a Public
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Awareness Working Group (#F38) was added to the Advisory Council with the intent of
fostering greater public awareness of and trust in Al technologies. Facial recognition technology
(FRT) also represents an area of particular concern to Canadian policymakers: in 2022,
Parliament’s Standing Committee on Access to Information, Privacy and Ethics held two
meetings on the use and impact of FRT (#F52), while the Office of the Privacy Commissioner of
Canada (OPC) published a report on FRT guidance for police agencies based on public
consultations that were conducted throughout 2021 (#F12). In addition to their public
consultation on FRT, the OPC has also conducted a public consultation on Al technologies more
generally in 2020 (#F12), the results of which were intended to guide the development of the
Digital Charter Implementation Act.

Fewer policy initiatives exist at the provincial level, and those that do exist tend to focus
on the use of Al technologies in regional economic development or public administration
activities. For example, the Government of Ontario’s 2021 Digital and Data Directive (#ON08)
aims to ensure “the delivery of high-quality digital services and access to public government
data” through the governance of public sector digital assets such as algorithms, datasets, and
computational models. In Québec, a committee of cybersecurity and digital experts was formed
in 2022 (#QC11) to advise the Minister of Cybersecurity and Digital on policies and strategies
related to digital technologies—including Al technologies—with a particular interest in applying
those technologies to public administration activities. Meanwhile, initiatives such as “Intellectual
Property in Ontario’s Innovation Ecosystem” (#ON04) and “Future of Work in Ontario”
(#ONOQ9) are intended to recommend policies and best practices to provincial agencies on
industry, innovation, and workforce issues, including some concerns related to the potential

impacts of Al on Ontario’s economy and workers. A notable exception to the economic
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development and public administration focus of provincial policies is Québec’s Law 25, a
legislative act first introduced in 2020 under the title “Bill 64” (#QC12) with the goal of
amending Québec’s data privacy laws. With regard to potential Al impacts, Law 25 has a similar
function to the data privacy protections included in the federal Digital Charter Implementation
Act, calling for automated decision systems operating in Québec to comply with specific data
collection, use, and governance requirements. However, Law 25 notably differs from its federal
counterpart in including public sector entities within its scope (Daly & Orct, 2022) and in
providing greater protections for privacy rights and human rights outside of commercial contexts
(Scassa, 2022a).
3.4.6. Strategic Plan Initiatives

The most significant strategic plan at the federal level is the Pan-Canadian Acrtificial
Intelligence Strategy (#F01), which outlines several high-level national strategic objectives that
are being pursued through the various policies and programs of ISED and their partners. ISED is
also responsible for Canada’s Digital Charter (#F22), a 2019 strategic plan intended to use the
findings of a series of national consultations on Al and other digital technologies to implement a
series of programs, policies, and other strategic plans, including the Digital Charter
Implementation Act (#F47). Another particularly notable set of strategic plans are the
international planning initiatives undertaken by ISED leading up to the formation of the Global
Partnership on Atrtificial Intelligence: the 2018 Canada-France Statement on Artificial
Intelligence (#F15), the G7 2018 Multistakeholder Conference on Artificial Intelligence (#F13),
the 2019 Declaration of the International Panel on Atrtificial Intelligence (#F27), and the 2020
Joint Statement from the founding members of the Global Partnership on Atrtificial Intelligence

(#F33). Other strategic plans are more narrowly focused on the role of Al technologies in
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accomplishing the strategic objectives of particular federal agencies, such as the Canada
Revenue Agency’s 2018 to 2025 corporate business plans (#F18) or the Public Service
Commission of Canada’s 2018 Integrated Intelligence Evaluation Report (#F17).

More strategic plans have been developed at the provincial level, where strategic
planning initiatives are often used to envision the future role of Al technologies in a particular
economic sector and to organize provincial resources around the pursuit of Al-enabled economic
development within that sector. For example, Ontario’s 2019 “Driving Prosperity” initiative
(#ON13), Québec’s 2017-2022 and 2022-2027 research and innovation strategies (#QC04 and
#QCO08), as well as Alberta’s 2017 Research and Innovation Framework (#AB04) and 2022
Technology and Innovation Strategy (#ABO5) all acknowledge the potential economic benefits
of supporting the innovation and uptake of Al technologies within particular strategic industries
and sectors. In addition to strategic plans related to industry and innovation, Ontario’s 2021
“Digital and Data Strategy” (#ONO06) and 2017 “Putting Justice Within Reach” (#ONOS5) also
outline several specific strategic objectives for implementing Al and other digital technologies
within Ontario’s public sector and justice system.

3.4.7. Ethics Statement Initiatives

A notable ethics statement at the federal level is the interdepartmental guiding principles
on “Responsible Use of Artificial Intelligence” published jointly by the Treasury Board of
Canada Secretariat and Shared Services Canada (initiative #F40 in Appendix 3A). These five
guiding principles—(1) understand and measure the impact of Al, (2) be transparent, (3) provide
meaningful explanation, (4) be open, and (5) provide sufficient training—are intended to be
observed by federal institutions in their production and use of Al technologies. Other notable

ethics statements at the federal level include the 2020 Freedom Online Coalition Joint Statement
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on Artificial Intelligence and Human Rights (#F32) and the 2018 Charlevoix Common Vision
for the Future of Artificial Intelligence (#F14). Both of these ethics statements are outputs of
international initiatives to establish guidelines on and commitments to ethical practices of Al
development and use.

At the provincial level, Ontario’s Al Guidance (#ON1) builds upon the findings of a
public consultation process that began in 2021 to provide detailed guidelines for the transparent
and ethical use of Al technologies within the Ontario public service. Capturing a broader scope
of ethical considerations, the 2018 Montréal Declaration (#QCO06) arose from a partnership
between the Government of Québec, the Government of Canada, as well as several industry,
academic, and civil society stakeholders to provide a set of guidelines for the ethical
development and use of Al within society more generally.

3.4.8. Standards Initiatives

Although all three standards initiatives at the federal level have yet to produce finalized
standards, these initiatives are all multistakeholder efforts led by the Standards Council of
Canada (SCC), an organization tasked with promoting voluntary standardization activities. All
three initiatives aim to establish shared technical and operational frameworks for the design,
development, and use of Al technologies in Canada. The Canadian Data Governance
Standardization Collaborative launched by SCC in 2019 (#F43) brings together experts and
working groups from government, industry, academia, Indigenous organizations, and civil
society with the goal of co-creating standards for the governance of data collection, organization,
access, sharing, retention, analytics, and commercialization. More recently, an accreditation pilot
for Al management systems launched by the SCC in 2022 (#F46) aims to assess the

effectiveness of a selection of Al certification schemes and conformity assessment standards in
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preparation for developing a larger Al standardization and accreditation program in the future. In
addition, SCC continues to organize and recruit experts for a Canadian mirror committee to the
international technical committee that has been developing the ISO/IEC JTC 1/SC 42 standards
on artificial intelligence since 2017 (#F06). At the provincial level, Ontario’s 2021 Digital
Service Standard (#ONO7) specifies thirteen standardized principles and best practices for
service design that provincial agencies are instructed to follow in order to meet the commitments
set out by the province’s 2021 Digital and Data Directive (#ONOS).
3.5. Opportunities for Strengthening Al Governance in Canada
3.5.1. Opportunities for Researchers

Opportunity 1: Researchers should study initiative outcomes. The initiatives included
in our review set ambitious objectives and promise beneficial outcomes to the Canadian public.
Unfortunately, in reviewing the public-facing documentation of these initiatives that has been
made available, the extent to which those objectives are being fulfilled in the actual outcomes of
the initiatives is often unclear. This gap in clarity is especially evident in programs, policies, and
strategic plans that have long-term objectives and complex outcomes that impact multiple
governance areas. While some initiatives such as ISED’s Global Innovation Clusters (#F07),
Advisory Council on Artificial Intelligence (#F21), and the Pan-Canadian Al Strategy (#F01)
regularly report on initiative outcomes relative to performance targets and strategic goals
(Accenture & CIFAR, 2020; Innovation, Science and Economic Development Canada, 2022,
2024), other initiatives such as Ontario’s Digital and Data Strategy (#ONO1) and Alberta’s
Technology and Innovation Strategy (#AB02) set highly specific long-term objectives and
performance measures for Al-related activities, but do not specify any performance targets or

provide clear and regular reporting on the extent to which they have succeeded in achieving
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those objectives. Some initiatives with a significant public administration focus—such as Shared
Services Canada’s government-wide Artificial Intelligence Program (#F53), or the Al adoption
goals described in the Canada Revenue Agency’s corporate business plans (#F18)—do not publish
any information about specific success measures, performance targets, or initiative outcomes.
There are also some initiatives with robust reporting requirements that are only being partially
fulfilled. In the case of TBS’s Directive on Automated Decision-making and Algorithmic Impact
Assessment initiatives (#F19 and #F20), impact assessments for 10 automated decision systems
across multiple federal departments were published in the Government of Canada (2024) Open
Government Portal at the time of study’s conclusion at the end of January 2023, but there has
been no public disclosure of any outcomes pertaining to the Directive’s requirements for regular
system monitoring, regular data validation, regular risk assessment, or regular reporting on the
“effectiveness and efficiency” of systems in meeting program objectives. Challenges related to
outcomes disclosure have recently been recognized by TBS in a periodic review of the Directive
(2022), as well as by multiple scholars who were invited by TBS to comment on the Directive as
part of that review process (Attard-Frost, 2022; Brandusescu & Sieber, 2022; Scassa, 2022b). In
the case of other policy initiatives such as the federal Digital Charter Implementation Act (#F47)
and parliamentary committee meetings on the use of facial recognition technology in policing
contexts (#F52), many policy recommendations and criticisms have been raised by the Office of
the Privacy Commissioner of Canada (2021a, 2021b, 2020) as well as by observers in academia
and civil society (Ifill, 2022; Scassa, 2022a, 2022c, 2022d, 2022e; Witzel, 2022). However, in
the case of the Digital Charter Implementation Act, the process through which those
recommendations were considered and integrated into policy development is unclear, and as a

result, many Members of Parliament and civil society observers voiced concern that the Act does
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not reflect best practices or public preferences for mitigating harmful Al impacts (Centre for
Digital Rights, 2022; Scassa, 2022c, 2022f; Tessono et al., 2022; Williams, 2022; Villemure,
2022).

Further research is required to determine the extent to which Canada’s Al governance
initiatives have been successful in meeting their stated objectives and to determine the causes
and effects of their successes and/or failures. Recognizing that the currently published
information on initiative outcomes is significantly limited (a topic discussed at greater length in
the following opportunity), potential methods of conducting further research on initiative
outcomes could include: key informant interviews with initiative leaders and stakeholders in
relevant organizations; submitting freedom of information requests to relevant organizations and
analyzing records obtained through the freedom of information process; organizing town hall
meetings, workshops, or other participatory research activities to share information on initiative
outcomes, identify quality gaps, and discuss potential solutions.

Opportunity 2: Researchers should study challenges to public trust. Many of the
initiatives included in our review acknowledge that the Canadian public’s trust in Al systems and
governance initiatives might be lessened by a variety of gaps in accountability and transparency
to the public (e.g., the Directive on Automated Decision-making, as explained in a 2022 internal
review by Bitar, Deshaies, and Hall; Canada’s Digital Charter [initiative #F22 in Appendix 3A];
the Charlevoix Common Vision for the Future of Artificial Intelligence [#F14]), by gaps in
public participation in the design and implementation of Al systems and governance initiatives
(e.g., Innovation, Science and Economic Development Canada, 2023; the Advisory Council on
Acrtificial Intelligence [#F21]; Bitar, Deshaies, & Hall, 2022), and by gaps in public awareness of

Al development, use, and governance activities (e.g., Innovation, Science and Economic
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Development Canada, 2023; 2020-2021 the Advisory Council on Artificial Intelligence [#F21];
Ontario’s Al Guidance [#ONO1]; the policy labs and 2020 facilitation guide produced as part of
CIFAR’s Al & Society initiative [#F09]). Those concerns echo similar concerns voiced by
observers from academia, industry, and civil society, such as: inadequate public consultation and
oversight in the development and proposed application of the Digital Charter Implementation
Act (Centre for Digital Rights, 2022; Tessono et al., 2022); insufficient public access to
information pertaining to the application and outcomes of the Directive on Automated Decision-
making (Attard-Frost, 2022; Brandusescu & Sieber, 2022; Scassa, 2022b); public mistrust of Al
systems due to the perceived opacity of their operations, their ability to cause harmful impacts,
as well as a lack of clarity and confidence in the accountability mechanisms that might be able to
mitigate those harms (Ipsos, 2022; Deloitte, 2019). Taking a broader view of the political
economy of Canadian Al governance, Lepage-Richer and McKelvey (2022) reveal challenges to
public accountability, transparency, and awareness of Al activities in their characterization of
Canadian Al policy as centered around a “discretized, result-driven vision of government, where
managerial and political control could be exercised by being outsourced to complex techno-
corporate systems” (p. 9). Similarly, empirical studies of Canada’s Al innovation ecosystem
have characterized it as fraught with complex public-private partnerships that pose significant
risks to public accountability and transparency: Brandusescu (2021) has found that in Canada,
“public investments in Al technologies primarily benefit the private sector,” and that
“concentrations of power provide advantages to a handful of entities” (p. 7), while Frost (2020)
has found that Canada pursues a “middling strategy of building national consensus on Al
governance through knowledge brokerage, co-innovation, and value co-creation” (p. 14) across

the public and private sectors.
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Further research is required to more precisely identify the public accountability,
transparency, and awareness challenges that exist across more Al governance initiatives, as well
as to determine potential solutions to those challenges. Overcoming challenges to public trust
will be made especially difficult by the federal government’s more general administrative
incapacity to provide adequate public access to government information and data, a weakness
which has long been noted by many observers (e.g., Cardoso, 2022; Clarke, 2019; Information
Commissioner of Canada, 2002, 2022; Roberts, 2006; Sieber & Johnson, 2015). However, by
establishing a more comprehensive evidence base of specific challenges to public trust associated
with specific Al governance initiatives, researchers can enable the policymakers and public
servants responsible for those initiatives to identify and address those challenges through
evidence-based interventions. We discuss this opportunity for practical intervention at greater
length in Section 3.5.2.

Opportunity 3: Researchers should study the effects of impact representation on
governance outcomes. Among the 84 initiatives included in our study, federal and provincial
governments have clearly prioritized interventions in industry and innovation impacts (50
initiatives) and technology production and use impacts (40 initiatives) over interventions in
social and workforce impacts (19 initiatives), education and training impacts (10 initiatives), and
digital infrastructure impacts (6 initiatives). Although there are some initiatives intended to
address these underrepresented types of Al impact at a national scale—for example, CIFAR’s Al
& Society initiative (#F09), education and training activities, and Pan-Canadian Al Compute
Environment (#F48)—the significant disparity we find in impact representation reflects an
industry-first, technology-push approach to Al governance, characterized by Djeffal, Siewert,

and Wurster (2022) as a “stimulation approach.” This approach of attempting to fulfill societal
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needs as a by-product of fulfilling industrial needs has also been observed in studies that find
Canadian Al governance strongly focuses on intervening in job creation, innovation, and
economic development (Babashahiashtiani, 2021; Frost, 2020; Lepage-Richer & McKelvey,
2022), as well as on empowering the private sector through strategic public investments
(Brandusescu, 2021). Strategic plans such as the Charlevoix Common Vision for the Future of
Artificial Intelligence (#F14) and the G7 Multistakeholder Conference on Artificial Intelligence
(#F13) indicate that the Al governance approach of Canada (along with many other nations) rests
on long-contested assumptions about the effectiveness of governments at producing broad-based
societal benefits through targeted interventions in industries and markets (for discussions of these
assumptions, see Harvey, 2005; Scott, 1998). These initiatives assume that by investing public
funds to increase industry’s ability to competitively produce, use, and innovate new Al
technologies, the resulting economic benefits to industry will eventually produce broader societal
benefits through a series of top-down market logics. For example, the summary report of the G7
2018 Multistakeholder Conference asserts that if governments can establish “competitive and
sustainable industries, institutions, and businesses,” then Al will “positively impact societies by
contributing to value-added outcomes” (p. 2). In Canada’s stimulation approach to Al
governance, societal benefit is typically assumed to be a secondary epiphenomenon of economic
benefits accrued through technological innovation.

There is no empirical evidence to support such assumptions about the socio-economic
impacts of Al systems. In fact, many studies of the political economy of Al indicate that without
broad-based and cross-cutting interventions in industries, technologies, societies, workforces,
and digital infrastructures, a stimulation approach to Al governance might instead cause negative

societal impacts. Without adequate counterbalances, expanding industry’s capacity to develop
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and use Al systems may compound existing concentrations of capital, technology, data, and
other resources in a small handful of dominant industry actors (described by Ahmed, Wahed, &
Thompson, 2023; Dyer-Witheford, Kjgsen, & Steinhoff, 2019; Lehdonvirta, 2022; Whittaker,
2021), widen existing social, political, and economic inequities (described by Benanav, 2020;
Crawford, 2021; Miceli & Posada, 2022; Pasquale, 2020), and create governance gaps or power
imbalances that result in the civil society and the public sector becoming overly dependent on Al
governance capabilities provided by the private sector (described by Auld et al., 2022;
Mazzucato et al., 2022). More empirical research is required to determine if Canada’s public
investments in Al are actually translating into broader societal benefits, and if not, what negative
effects an industry-first approach to Al governance might have on underrepresented governance
areas such as society and the workforce, education and training, and digital infrastructure.
3.5.2. Opportunities for Practitioners

Opportunity 1: Policymakers and public servants should specify success measures
for initiatives and routinely publish information on initiative outcomes. As discussed in the
previous section, researchers and the general public often encounter a lack of clarity in seeking
information about the goals and outcomes of Canadian Al governance initiatives. To provide
greater clarity, policymakers and public servants can specify precise strategic goals, success
measures, and performance targets for their initiatives, as well as routinely publish information
on their degree of success in achieving their performance targets and strategic goals. Pursuing
this opportunity could entail: following the example of the Ontario Digital and Data Strategy
(#ONO6), specifying precise strategic goals and success measures across multiple time horizons;
following the examples of the Global Innovation Clusters (#F07) and Pan-Canadian Al Strategy

(#F01), publishing regular reports on initiative outcomes relative to specific performance targets
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and goals on websites, information portals, registries, or databases; following the example of the
Directive on Automated Decision-making (#F19), building quality assurance and reporting
requirements into internal policy instruments, and ensuring those requirements are upheld in
practice. In the case of initiatives that purport to be aligned with “ethical” or “responsible” Al
principles (such as the principles outlined in the federal government’s guiding principles on
responsible Al [#F40], or in Ontario’s Al Guidance [#ONO01)), it is especially important to
measure and report on the extent to which the initiative’s actual outcomes were aligned with
those principles, as well as the interventions that might be required to better align future Al
practices with those principles. In addition to potentially benefiting the performance of
initiatives, improvements to the clarity, transparency, and rigor of strategic planning and
reporting activities could also help practitioners secure public trust in their initiatives, an
opportunity we discuss in greater detail below.

Opportunity 2: Policymakers and public servants should collaborate more directly
with the public on designing and implementing initiatives. By providing the public with
greater access to information about Al governance initiatives and their outcomes, policymakers
and public servants can reduce a significant barrier to public trust. However, beyond issues of
public awareness and access to information, insufficient public participation in the design and
implementation of initiatives presents another opportunity for practitioners to strengthen
Canadian Al governance. Recent recommendations made by the Al Public Awareness Working
Group of Innovation, Science and Economic Development Canada (2023) emphasize this
opportunity: their report suggests that the Government of Canada should make greater efforts not

only in “launching sustained and government-led public information campaigns”, but also in
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“engaging people in Canada in meaningful public dialogues” and “promoting the value and
necessity of engagement with citizens” (p. 12).

The initiatives included in our study involve varying degrees of public participation:
while most initiatives show no evidence of any public participation in their design or
implementation, some initiatives engage with the general public and publish detailed information
about the outcomes of engagement (e.g., the Office of the Privacy Commissioner of Canada’s
consultations on Al and facial recognition technologies [#F12]; Ontario’s Al Guidance
[#ONO01]), while other initiatives publish detailed information about the outcomes of their public
engagement processes, but only engage with a relatively small, targeted group of stakeholders
(e.g., the Directive on Automated Decision-making and Algorithmic Impact Assessment [#F19
and #F20]; CIFAR’s Al & Society workshops [#F09]; Canada’s Digital Charter [#F22]).
However, across all of these initiatives, public participation is limited to informing decision-
makers rather than directly collaborating with decision-makers on initiative design and
implementation. This can present barriers to public accountability, transparency, and trust in
situations where there appears to be a significant discrepancy between the information provided
by the public and the initiative’s eventual design and implementation. For example, despite
having been informed by the Digital Charter consultations as well as by consultations conducted
by the Office of the Privacy Commissioner of Canada, many observers have commented that the
Digital Charter Implementation Act [#F47] does not adequately reflect the findings of public
consultation processes (Centre for Digital Rights, 2022; Office of the Privacy Commissioner of
Canada, 2021b; Scassa, 2022e; Tessono et al., 2022).

There is a risk that public engagement processes that do not faithfully represent the

public’s contributions in their outcomes may be viewed as tokenizing, performative, or self-
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legitimizing, and ultimately jeopardize public trust rather than secure it (Adu-Daako & Sieber,
2022; Arnstein, 1969; Cornwall, 2008). To mitigate that risk, policymakers and public servants
can apply best practices and principles for public participation in Al design and governance as
described by researchers (e.g., Birhane et al., 2022; Krafft et al., 2021; Sieber & Brandusescu,
2021) as well as by advisory and advocacy organizations (e.g., Law Commission of Ontario,
2021; RSA, 2018) to more directly, continuously, and transparently collaborate with the
Canadian public on long-term practices of initiative design and implementation. In a comparative
study of 16 national Al strategies, Wilson (2022) finds “little evidence that public engagement
values and mechanisms are salient in the consolidation of Al governance regimes” (p. 8). By
taking this opportunity to strengthen public participation in Al governance, Canada could fill this
international gap and position itself as the global leader in participatory Al governance.
Opportunity 3: Policymakers and public servants should account for a greater
variety of Al impacts when designing and implementing initiatives. Canada has yet another
opportunity to show global leadership by adopting a more expansive view of Al impacts across
its diverse range of Al governance initiatives. Many researchers have noted that because
“artificial intelligence” is such an ambiguous concept, different interpretations of what types of
phenomena constitute “AI” and what the impacts of Al therefore involve will cascade into
different practices of Al governance (Buthe et al., 2022; Nitzberg & Zysman, 2022; Crawford,
2021; Mishra, Clark, & Perrault, 2020). The ambiguity of “AI” and its wide range of potential
impacts poses a complex and multicontextual challenge for Al governance practices, particularly
in designing policies, standards, and ethics statements that establish a concrete definition of “AI”
as their epistemic grounding and build their principles, provisions, and requirements upon that

grounding. For example, the 2022 Digital Charter Implementation Act defines an “artificial
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intelligence system” as a “technological system that, autonomously or partly autonomously,
processes data related to human activities through the use of a genetic algorithm, a neural
network, machine learning or another technique in order to generate content or make decisions,
recommendations or predictions” (Parliament of Canada, 2022). This definition—with its scope
narrowed to technological phenomena and informational inputs and outputs—is bounded off from
many potential application contexts in which the system and its components may be developed
or used (Centre for Digital Rights, 2022), from much of the human knowledge and labor required
to develop and use the system (as discussed by Miceli & Posada, 2022; Miceli, Posada, & Yang,
2022; Sambasivan et al., 2021), as well as from the potentially intensive energy, water, and other
material resources consumed by the system and the subsequent environmental impacts caused by
the system (as discussed by Bender et al., 2021; OECD, 2022c; Ligozat et al., 2022; GPAI, 2021,
Patterson et al., 2021; Strubell, Ganesh, McCallum, 2019).

Policymakers and public servants therefore have an opportunity to expand their practices
of governing the production and use of Al technologies to identify, analyze, and intervene in
more potential impacts associated with the development and use of the technologies. One
approach to this expansion could involve integrating or cross-referencing standards that are
intended to govern data or digital services (e.g., the Canadian Data Governance Standardization
Roadmap [#F43], Ontario’s Digital Service Standard [#ONQ7]) with other initiatives that are
intended to govern the production and use of Al technologies (e.g., the Standards Council of
Canada’s accreditation pilot for Al management systems [#F46], Ontario’s Al Guidance
[#ONO1) to create more comprehensive frameworks for Al standardization that combine data
standards, algorithm design and use standards, along with other digital technology and service

standards. Cross-referencing between different types of interventions (e.g., referencing the
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requirements of an Al standard within a policy instrument such as the Digital Charter
Implementation Act) could also help to create more expansive and adaptable governance
frameworks as Al technologies continue to evolve. To account for and intervene in a broader
range of social, material, and environmental impacts, practitioners could apply principles, impact
assessment frameworks, and standards for fair digital labor practices (e.g., Cole et al., 2022;
Fairwork, 2023; GPAI, 2022; Institute for the Future of Work, 2023), sustainable Al (e.g., Gupta,
2021; Wilson & van der Velden, 2022; Wu et al., 2022), and ethical sourcing in other industries
(e.g., Fair Trade Federation, 2023; SQF Institute, 2017) to their design and implementation of
future ethics, standards, and policy initiatives. In addition, with support from CIFAR’s Al &
Society initiative, an extensive set of Indigenous perspectives, principles, and practices for
governing many different types of Al systems and potential Al impacts has been produced
(Lewis et al., 2020). Policymakers and public servants should now collaborate with Indigenous
peoples to design and implement Al governance initiatives that apply those and other Indigenous
perspectives, principles, and practices (e.g., Abdilla et al., 2021; Irwin & White, 2019; Lewis et
al., 2018; Munn, 2023; Ricaurte, 2022).

Opportunity 4: Policymakers and public servants should launch a new initiative to
cultivate a more unified national approach to Al governance. The centralization of
responsibility for large-scale national initiatives for governing Al such as the Pan-Canadian Al
Strategy (#F01), Global Innovation Clusters (#F07), Canada’s Digital Charter (#F22), and the
Digital Charter Implementation Act (#F47) into a single federal department—Innovation, Science,
and Economic Development Canada (ISED)—seems intended to support a nationally unified
approach to Al governance. However, aside from the challenges to public accountability,

transparency, and participation we previously described regarding ISED-led initiatives, our
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findings also indicate that over-reliance on ISED for administering multiple Al governance
initiatives of great national significance may limit Canada’s ability to effectively intervene in a
wide range of Al impacts. In describing the Al governance initiatives administered by ISED, the
Office of the Prime Minister’s 2021 mandate letter to the minister responsible for ISED centers
issues of innovation, technological and economic development, and consumer protection.
Consequently, the need for initiatives that mitigate potential Al-based impacts to workers, the
environment, human rights, vulnerable groups, and public administration (such as the public
consultations and parliamentary meetings on the use of facial recognition in policing, as well as
internal policy instruments such as the DADM and AlA tool) are not discussed in any detail in
ISED’s mandate letter, largely placing these types of Al impacts outside the scope of ISED’s
mandated Al governance activities. This has contributed to a highly fragmentary and loosely
coordinated approach to Al governance in Canada that stands in contrast to regions such as the
European Union, where initiatives such as the European Al Strategy (2018) and Al Act (2021)
account for a wide range of potential Al applications and impacts, and have been developed
through extensive intergovernmental collaboration. The decentralized structure of Canadian Al
governance is largely a reflection of Canada’s more general federalist model of governance,
which in pursuing national unity, is flexible and adaptable so as to accommodate the interests of
and gain legitimacy from Canada’s many geographic regions and identity groups, but also prone
to intergovernmental conflict and ineffective policy collaboration and coordination (Bakvis &
Skogstad, 2020; Cameron & Simeon, 2002; Skogstad & Wilder, 2020). Researchers have
observed similar dynamics of legitimacy-seeking, intergovernmental conflict, and ineffective
collaboration in Canadian Al governance practices (Frost, 2020; Lepage-Richer & McKelvey,

2022), indicating an opportunity for policymakers and public servants to cultivate a more unified
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national approach to Al governance by designing initiatives that are intended to integrate
resources and perspectives from a more diverse range of stakeholders, reduce barriers to
collaboration and coordination, resolve conflicts, and build greater legitimacy.

To pursue this opportunity, Canadian policymakers and public servants can look to other
national and supranational contexts for examples of Al governance initiatives that are currently
being used to facilitate resource integration, collaboration, conflict resolution, and legitimacy-
building amongst large, federated groups of public sector, private sector, and civil society
stakeholders, such as the United States National Al Initiative (2023) and the European Al
Alliance (2023). Similarly, implementing the recent recommendation made by the Al Public
Awareness Working Group of Innovation, Science and Economic Development Canada (2023)
to create a “national AI Community of Practice” would support researchers, practitioners, and
the general public in coordinating their governance efforts and collaborating on initiatives.

3.6. Limitations

Although our findings and proposed opportunities represent a timely and broad
assessment of key patterns and gaps across Canada’s system of Al governance, our study was
limited by three categories of epistemological and methodological constraints:

1) Fluidity of field: Canada’s system of Al governance is rapidly and continuously
evolving, with departments and governments taking increasingly greater interest in Al
governance, new initiatives frequently being launched, as well as existing initiatives frequently
being changed. Though we endeavored to study a large selection of initiatives that are broadly
representative of the state of Canadian Al governance during the period of our content analysis

(January 2022 to January 2023), our review and analysis are not intended to be exhaustive and
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may have minor gaps in timeliness and completeness, particularly in the many emerging Al
governance initiatives in government with a public administration focus.

2) Choice of sources: Our primary sources are limited to web content and information
that has been publicly disclosed by the organizations responsible for the initiatives included in
our study. Due to the public access barriers we described in Section 3.5, our reliance on publicly
available information limited our ability to analyze the design features, implementation
processes, and outcomes of many initiatives. Additionally, although we reviewed and analyzed
primary sources pertaining to all of the 84 initiatives included in our study, our reporting on
findings and opportunities focused on a relatively smaller subset of initiatives that—due to their
design features, implementation processes, and strategic goals—are most representative of
particular patterns and gaps we noted during our analysis.

3) Organizational scope: Our study is limited to initiatives launched or contracted by
public sector organizations within the federal government and three provincial governments.
Provincial and territorial governments with relatively nascent systems of Al governance (e.g.,
British Columbia) or without any significant Al governance initiatives were excluded from our
study. Additionally, although many municipal and private sector Al governance initiatives have
been launched across Canada (e.g., Toronto Police Services Board, 2022; Digital Governance
Standards Institute, 2021; the municipal Al lab of the City of London, Ontario, as described by
Towards Data Science, 2021), we excluded these initiatives from our study. These exclusion
decisions enabled us to focus our review and analysis on larger regions in which more Al

governance initiatives existed and were further along in their implementation.
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3.7. Conclusions

Our objectives in this study were to review a diversity of Canadian Al governance
initiatives and synthesize our findings into a set of opportunities for strengthening Canada’s
system of Al governance. With those objectives fulfilled, we are able to identify the
contributions of our study and the future directions for Al governance research and practice
revealed by our study.

This study makes an empirical contribution to the research literature on Canadian Al
governance. To date, this body of literature has typically focused on the design and
implementation of a small handful of flagship federal policies and programs (in particular, the
Digital Charter Implementation Act, Directive on Automated Decision-making, and Pan-
Canadian Al Strategy), rather than a more comprehensive synthesis of many types of
interventions in a diversity of Al impacts across multiple governments and departments.

In addition, this study makes a methodological contribution to Al governance research
more generally: a macro-scale review and synthesis of this kind has not been conducted to study
the Al governance system of any nation. Although our research design relies on a significant
degree of researcher judgment and pre-existing knowledge of the Canadian context, many
components of our research process and methodology could be adapted to similar studies of Al
governance in other contexts.

Finally, this study also makes a practical contribution to Al governance researchers and
practitioners in Canada and elsewhere who may benefit from enacting our proposed
opportunities for improving Canadian Al governance. Although the opportunities we suggest are
centered around the Canadian context, if similar challenges related to initiative outcomes, public

trust and participation, impact representation, and national unification are encountered in other



Al governance contexts, it is possible that some of the opportunities for improvement that we

identify in Canada may also be applicable to those contexts.
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Chapter 4

Al Governance Systems in Canada

About this article: This article was co-authored with Kelly Lyons beginning in January 2022
and was originally titled Al Governance Systems: A Multi-scale Analysis Framework, Empirical
Findings, and Future Directions. The original article was published in Al and Ethics in

September 2024 and can be found at: https://link.springer.com/article/10.1007/s43681-024-

00569-5
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Abstract

The governance of artificial intelligence (Al) has recently emerged as a field of research and
practice, but the structural and functional components of Al governance (AlG) systems are not
well understood by researchers and practitioners. To address that gap, we apply service system
analysis methods and thematic analysis methods to develop a novel framework for
conceptualizing and analyzing Al governance systems across multiple scales of activity,
including international, national, subnational, sectoral, and organizational systems of
governance. We apply our analysis framework to an empirical study of Canada’s national AIG
system. Drawing upon qualitative data collected from 20 leaders of Canadian AIG initiatives and
subject matter experts, we identify and discuss the actors, impacts, resources, networks,
activities, logics, norms, and rules involved in structuring and operating a national AlG system,
using Canada as a case study. Based on our findings, we propose three directions for future
research: (1) conduct additional analysis of the 610 topics in our dataset, (2) further investigate
institutional and ecosystem-level structures and dynamics in Canada’s national AIG system, (3)
apply our framework, data, and findings to study AIG systems in other contexts. We also outline
four strategic objectives for strengthening Canada's AIG system: (1) implement new
collaboration and coordination mechanisms, (2) create guidance for designing and implementing
participatory AlG initiatives, (3) expand access to key resources needed for effective AIG

practices, (4) advance diversity, equity, and inclusion in AIG activities.

Keywords: Artificial intelligence, governance, policy, strategy, expert interviews
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4.1. Introduction

Al governance is often characterized as a practice intended to maximize the beneficial
impacts and minimize the harmful impacts of artificial intelligence (Al) systems (Dwivedi et al.,
2021; Nitzberg & Zysman, 2022; OECD, 2022; Taeihagh, 2021). As a consequence of what
Suchman (2023) calls the “strategic vagueness” of the term “Al,” there is no universally agreed
upon definition of Al system, nor is there universal agreement on the types of actors, activities,
benefits, or harms that constitute practices of Al governance. According to Suchman, “Al” is
interpreted differently—and with different strategic goals—depending on the social, political,
economic, and organizational contexts in which it is perceived. Despite the strategic vagueness
of “AlL” practices of Al governance in any context can be understood as constituting an Al
governance system (Mantymaki et al., 2022). As a system, Al governance (AIG) is an
interdependent set of components that are (1) situated in a context, (2) structured by the
perceptions of “AI” that exist within that context, and (3) intended to maximize benefits and
minimize harms that actors within that context perceive as being caused by “AlL” AIG systems
operate within and across many different contexts and scales of activity, including systems of
international AIG (Schmitt, 2022; Tallberg et al., 2023; Veale, Matus, & Gorwa, 2023), national
AIG (Attard-Frost, Brandusescu, & Lyons, 2024; Liebig et al., 2023; Radu, 2021; Wilson, 2022),
municipal AIG (Kinder et al., 2023; Wan & Sieber, 2023), sectoral AIG (Peretz-Andersson et al.,
2024; Stahl, 2022; Zuiderwijk, Chen, & Salem, 2021), and organizational AIG (Cihon, Schuett,
& Baum, 2021; Mantymaéki et al., 2022; Maragno et al., 2023).

Although AIG is a fast-growing field of research and practice, AIG is not well
understood or studied as a systemic phenomenon composed of several interdependent structural
and functional components. To correct this knowledge gap, Birkstedt et al. (2023) suggest

broadening the focus of AIG research “from organizations to networks and ecosystems” (p. 157),
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noting that “in future research the entire ecology or network of AIG stakeholders should be
studied to understand the roles and functions of stakeholder groups” (p. 156). Mishra, Clarke,
and Perrault (2020) note another gap in knowledge of AIGS, describing the resource inputs and
outputs of Al systems as “difficult to measure as they are often service-based and their
intangibility remains a measurement challenge” (p. 2). Birkstedt et al. and Mishra, Clarke, and
Perrault find that the most significant knowledge gaps in AIGS research relate to specific system
components: uncertainties regarding the networks, ecosystems, stakeholder roles, functions,
services, intangible resources, and measurements involved in AIGS. These gaps indicate a need
for more integrative theories, analysis methods, and empirical studies of the components of AlIG
systems across multiple contexts and scales of activity.

In this paper, we address those gaps by integrating a novel set of theories and research
methods into an analysis framework, and by applying that framework to an empirical study of a
national AIGS. Our study is motivated by three research questions:

RQL1 - Ontological Question: What components exist within an AIGS?

RQ2 — Analytical Question: How can those components be empirically studied within

an AIGS?

RQ3 - Ecological Question: How can those components be empirically studied in a

macro-scale AlG system that contains a population of AIG systems within it, such as a

national AIGS?

To investigate those three research questions, we conducted a case study of Canada’s
national AIGS. As the first country to launch a national Al strategy in 2017 (Radu, 2021),
Canada is especially notable for the complexity and maturity of its AIG initiatives relative to the
AIG initiatives of many other nations (Attard-Frost, Brandusescu, & Lyons, 2024). The relative

complexity and maturity of Canada’s AIGS makes Canada an ideal case for a study of AIG
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practices across multiple contexts and scales of activity. In the following section, we describe the
theoretical background for our study of Canada’s AIGS. In section 3, we contextualize our study
by summarizing the significant federal AIG initiatives and organizations in Canada. In section 4,
we describe the research design and methodology of our study. In section 5, we present findings
that emerged from interviews with 20 government leaders and subject matter experts on
Canadian AIG. A full dataset containing 610 topics aggregated from across the interviews can be
found in Appendix 4A. In section 6, we acknowledge the limitations of our study. In section 7,
we discuss the implications of our study for future AIG research and practice. We conclude in
section 8 with a brief reflection on the results and contributions of our study.
4.2. Theoretical Background
4.2.1. Artificial Intelligence

Although some researchers, practitioners, and policymakers attempt to essentialize the
precise phenomena that are constitutive of Al systems—such as machine learning and machine
cognition, technological embeddedness, and autonomy from human actors (Dwivedi et al., 2021;
Madan & Ashok, 2023; Nitzberg & Zysman, 2022; OECD, 2024)-others argue that foundational
concepts of “intelligence” and “Al” are ontologically ambiguous, contextually contingent, and
developed through shared perceptions and social practices (Ashok et al., 2022; Attard-Frost,
2023; Blili-Hamelin, Hancox-Li, & Smart, 2023; Suchman, 2023). The vast scale of Al systems
further compounds those ambiguities, contingencies, and social complexities. The actors,
activities, benefits, harms, and other phenomena involved in Al systems and their governance are
distributed across many scales of human activity (Attard-Frost, Brandusescu, & Lyons, 2024;
Crawford, 2021; Crawford & Joler, 2018; Ricaurte, 2022), ranging from micro-scalar
phenomena (e.g., localized individuals, organizations, and communities) to macro-scalar

phenomena (e.g., nations, global value chains, and ecosystems). Studying Al systems and AIG
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practices across contexts and scales of activity therefore requires highly flexible theories and
methods of systems analysis that are adaptable to ontological ambiguities, contextual
contingencies, and stakeholder perceptions across multiple scales of human activity.

4.2.2. Al Governance Systems at Micro and Macro Scales

Mintymaéki et al. (2022) argue that an organization’s AIG practices can be understood as
constituent components of an AIG system:

Al governance is a system of rules, practices, processes, and technological tools that are

employed to ensure an organization’s use of Al technologies aligns with the

organization’s strategies, objectives, and values; fulfills legal requirements; and meets
principles of ethical Al followed by the organization . . . Al governance is a system

whose constituent elements should be interlinked to form a functional entity (p. 604).

In this systemic perspective, an AIGS is composed of an interdependent set of structural
and functional components, all of which are situated within an organizational context and
influenced by values and normative perceptions of Al within that context. Other researchers have
also observed organizational AIG components through a systemic perspective, such as AIG
resources, networks, and ecosystems (Birkstedt et al., 2023; Cihon, Schuett, & Baum, 2021,
Mishra, Clarke, & Perrault, 2020)

In addition to the scale of individual organizations, AIG components (e.g., resources,
networks, and ecosystems) have been empirically studied within larger scale systems, such as the
AIG systems of economic sectors, geographic regions, nations, and international groups (Liebig
et al., 2022; Peretz-Andersson et al., 2024; Veale, Matus, & Gorwa, 2023; Wilson, 2022). These
larger scale AIG systems contain within them populations of smaller scale AIG systems, such as
the AIG systems of individual organizations within a sector, or the AIG systems of subnational

regions within a nation. This multi-scalar conceptualization reflects a long-standing perspective
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on scale in the organizational research literature, in which the micro-organizational scale refers
to activity within an individual organization, while the macro-organizational scale refers to the
activity of a population of individual organizations that interact with one another (Parsons, 1956;
McKelvey & Aldrich, 1983; Vibert, 2004; Kuhn, 2012). As systems that span micro- and macro-
organizational scales, rigorous analysis of AIG systems and their components requires analysis
methods that can account for macro-organizational contexts while also accounting for the micro-
organizational contexts contained within the macro scale. In their study of interactions between
national and subnational AIG initiatives in Germany, Liebig et al. (2022) demonstrate that a
multi-level perspective is needed to analyze macro-scale systems that contain multiple levels of
smaller scale systems within them, such as Germany’s national AIG system that contains within
it the AIG systems of the nation’s subnational regions, economic sectors, and individual
organizations.
4.2.3. Service Systems

To conduct our study of Canada’s national AIGS, we applied an analysis framework that
was developed by Frost, Cheng, and Lyons (2019) for the purpose of analyzing service systems
across multiple levels of organization. Service systems are interdependent sets of structural and
functional components through which service-based organizations integrate resources, co-create
value, and engage in governance. The framework was developed through two systematic reviews
of the research literature on service systems components and analysis methods (Frost & Lyons,
2017; Lyons & Tracy, 2013), making the framework uniquely capable of accounting for both a
breadth and depth of service system components and component types. The framework contains
five high-level system structures, seven types of service system components, and 33 sub-types of
system components. The framework also provides a questionnaire and a 13-step analysis

sequence for applying the framework to empirical studies of service-based organizations.
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The service systems analysis framework was originally developed for context-
independent analysis of micro-scale organizational contexts (e.g., activity within companies,
government departments, research institutes) rather than macro-scale organizational contexts that
contain a population of organizations within them (e.g., governments, sectors, nations). We
therefore adapted the framework to the context-specific structures and gaps in our particular
research context: the macro-scale organization of Canada’s national AIGS. The adapted
framework contains 12 analytical dimensions and 12 corresponding interview questions that we
expected would enable context-sensitive interview data collection and analysis of Canada’s
national AIGS. The process of our framework design, data collection, and analysis is described
in more detail in section 4.

4.3. Research Context: Al Governance in Canada
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Figure 4.1: Key Canadian federal organizations, AIG initiatives, and lines of
responsibility as of May 2024.
AIG is practiced across many scales in Canada, but the AIG initiatives created by
Canada’s federal government are especially influential in directing Canada’s national system of

AIG (Attard-Frost, Brandusescu, & Lyons, 2024; Brandusescu, 2021; Frost, 2020; Lepage-
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Richer & McKelvey, 2022). Figure 4.1 depicts Canadian federal organizations that have a
significant role in Canada’s AIGS along with the AIG initiatives they are responsible for. In this
section, we briefly describe these organizations and their AlG initiatives to provide contextual
background for the research design, findings, and implications we present in subsequent sections.
Innovation, Science and Economic Development Canada (ISED): ISED is a federal
department responsible for a sizable portfolio of industry and innovation issues. ISED has a
broad mandate that includes two key features: advancing the growth of the Canadian economy,
and building a fair marketplace for Canadian industry (ISED, 2024). This dual mandate has
resulted in ISED occupying a highly central role in Canada’s national AIGS, with ISED leading
many AIG initiatives that are intended to both promote the growth of the Canadian Al industry
and to create a regulated marketplace for the Canadian Al industry. ISED has undertaken many
AIG initiatives in support of this dual mandate, but the two most notable are the Pan-Canadian
Al Strategy (PCAIS) launched in 2017, and the Atrtificial Intelligence and Data Act (AIDA)
tabled in Parliament in 2022 as one of three parts of a larger bill entitled the Digital Charter
Implementation Act). Reflecting ISED’s dual mandate, the PCALIS is intended to advance
Canadian Al research, Al innovation, and the commercialization and adoption of Al applications
across Canadian industry (ISED, 2022), while the AIDA is intended to establish a cross-sectoral
framework for regulating commercial activities involving Al systems throughout Canada
(Parliament of Canada, 2024a). In 2023, ISED created another new policy instrument: a
Voluntary Code of Conduct intended to support organizations across Canada in responsibly
developing and managing generative Al systems (ISED, 2023a). ISED is also responsible for the
Global Innovation Clusters, an initiative launched in 2018 to support innovation in five regional

economic clusters across Canada, including innovations in Al technologies (ISED, 2023b).
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Canadian Institute for Advanced Research (CIFAR): CIFAR is an independent,
nonprofit research organization. Under appointment from ISED, CIFAR is responsible for
administering the PCAIS along with the many programs, projects, and other initiatives that fall
within the scope of the PCAIS’s strategic priorities (CIFAR, 2024). The PCAIS also includes
three centers of research and innovation known as the National Al Institutes: the Vector Institute
in Toronto, Mila in Montréal, and Amii in Edmonton, Alberta. Each of the three national Al
institutes hosts leading Al researchers who are funded and supported by CIFAR’s Canada
CIFAR Al Chairs program, in addition to managing a range of other programs for Al research
and development, training and education, and business services.

Parliament of Canada: Three standing committees of the Parliament of Canada have
undertaken studies of Al systems and their societal impacts. The Standing Committee on Access
to Information, Privacy and Ethics (ETHI) completed a study of the use and impact of facial
recognition technologies in October 2022 (Parliament of Canada, 2022). The Standing
Committee on Industry and Technology (INDU) launched a study of the AIDA and the larger
Digital Charter Implementation Act it is part of in September 2023 (Parliament of Canada,
2024b). The Standing Committee on Human Resources, Skills and Social Development and the
Status of Persons with Disabilities (HUMA) launched a study of the potential impacts of Al
systems on the Canadian labour force in October 2023 (Parliament of Canada, 2023).

Office of the Privacy Commissioner of Canada (OPC): OPC is an independent federal
agency responsible for overseeing the enforcement of privacy laws and regulations in Canada’s
public sector and private sector, as well as for conducting research and promoting public
awareness of privacy-related issues. Through their various programs and projects, OPC has
funded research on the privacy impacts of Al and launched public consultations on Al (Office of

the Privacy Commissioner of Canada, 2018, 2022). In December 2023, OPC published guidance
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on principles and practices for protecting privacy in the development, deployment, and operation
of generative Al systems (Office of the Privacy Commissioner of Canada, 2023).

Treasury Board of Canada Secretariat (TBS): TBS is an agency responsible for
providing the federal public service with guidance on issues of public finance, management, and
regulation. TBS has created a portfolio of policy instruments that are intended to mitigate the
risks of automated decision-making and generative Al applications across many federal
institutions, including the Directive on Automated Decision-making and Algorithmic Impact
Assessment Tool put into force in 2019 and updated in 2023 (Government of Canada, 2023a,
2023b), and the voluntary Guide on the use of Generative Al published in 2023 and updated in
2024 (Government of Canada, 2024).

Standards Council of Canada (SCC): SCC is a state-owned enterprise tasked with
promoting the development and implementation of voluntary standards across Canada. In July
2023, SCC announced that it would merge many of its existing Al and data governance
initiatives into a new initiative entitled the Al and Data Governance Standardization
Collaborative. The Collaborative is intended to build awareness of Al standardization activities,
harmonize domestic and international Al standards, and develop Al standards that support
Canadian Al adoption, innovation, and Indigenous leadership (Standards Council of Canada,
2023).

4.4. Research Design & Methodology

We conducted our study in five phases: (1) framework design, (2) data collection, (3)
primary data analysis, (4) quality assurance, and (5) secondary data analysis. The activities
involved in each phase of our study are described in detail in the following sub-sections and

illustrated in Figure 4.2,
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Figure 4.2: Diagram of the research phases and activities involved in our study.

Phase 1: Framework Design
We structured our study’s data collection and analysis activities in relation to the 12

analytical dimensions of the service systems framework that were described in section 2: (1)
interview context, (2) actors, (3) benefits, risks, & harms, (4) resources, (5) networks, (6)
interactions, (7) evaluations, (8) logics, (9) functional bounds, (10) rules, (11) ecosystem, (12)
opportunities for improvement. Diagrams of our framework and a process model of how the AIG
system structures and activities contained in our framework relate to one another can be found in

Appendix 4B. Our interview questionnaires based on the framework can be found in Appendices

4C and 4D.
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Phase 2: Data Collection

From February 2023 to July 2023, we conducted 20 interviews with government leaders
and subject matter experts from across Canada. Participants were only included in the study if
their leadership role met our inclusion criteria of active leadership, initiative impact, and
knowledge breadth & depth, or if their subject matter expertise met our inclusion criteria of
knowledge breadth & depth and public voice (see Appendix 4E for more details about these
inclusion criteria). Of the 20 participants, nine were leaders of federal, provincial, or municipal
Al governance initiatives, seven were subject matter experts employed within the private sector,
and four were subject matter experts employed within the academic or civil sectors. During each
of the 20 interviews, we asked participants 12 questions that were intended to elicit their
perceptions of the most significant phenomena involved in Canada’s AIGS. Each of the 12
questions corresponds to one of the 12 analytical dimensions of our framework. For example,
participants were asked questions such as: “What Al governance initiatives in Canada are you
aware of?”, “Which organizations, groups, industries, communities, or other types of social
actors are involved in or affected by those initiatives?”, and “What resources do those actors
require in order to be involved in those initiatives?” During interviews, we collected qualitative
data in the form of textual notes and audio recordings. Data was anonymized during collection
and throughout the remainder of the study to encourage participants to share their perceptions
more candidly. The full questionnaires that were used to guide each interview can be found in
Appendix 4C.
Phase 3: Primary Data Analysis

From July 2023 to October 2023, we conducted our first analysis of the textual notes and
audio recordings that were collected over the course of the 20 interviews. During this primary

analysis phase, we applied “conventional content analysis” methods of inductive coding and
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iterative category development, as described by Hsieh and Shannon (2005). These methods
enabled us to code key topics from across the interview data, develop categories and typologies,
and identify quantitative trends and gaps in the data. The topics, categories, typologies, and
quantitative data that emerged from our analysis were recorded in a codebook (see Appendix 4A
for the final dataset we produced from our codebook). We also applied the six trustworthiness
criteria for thematic analysis described by Nowell et al. (2017) to ensure that our analysis process
and our documentation of the process (provided in this section and in our appendices) were
credible, transferable, dependable, confirmable, auditable, and reflexive.
Phase 4: Quality Assurance

From October 2023 to December 2023, we conducted a second round of interviews with
a subset of five of the original 20 participants. We again collected qualitative data during
interviews in the form of textual notes and audio recordings. We selected participants for
inclusion in this subset based on two criteria: (1) their leadership roles or subject matter expertise
required them to have knowledge of the topics, categories, trends, and gaps that most frequently
emerged during the primary data analysis phase, and (2) their leadership roles or subject matter
expertise required them to have knowledge of many public sector, private sector, and civil
society perspectives on Al governance. The purpose of these follow-up interviews was to
determine if those topics, categories, trends, and gaps constituted an accurate and reasonably
complete representation of Canada’s AIGS. Prior to each follow-up interview, we distributed to
the participant a short preliminary report on findings that emerged from primary data analysis.
During interviews, we posed three questions to participants that were intended to elicit their
perceptions on subjects of interest to them in the report, as well as their assessment of the
report’s accuracy and completeness (see Appendix 4D). Though all of the participants shared

observations about the topics of greatest interest to them in the report and the implications of our
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report for their own work, none of the five participants expressed concerns about the accuracy,
completeness, or overall quality of the preliminary report.
Phase 5: Secondary Data Analysis

From November 2023 to December 2023, we conducted a second phase of content
analysis. This secondary data analysis was conducted on the initial topics, categories, and
quantitative data recorded in our codebook in addition to the new interview data that was
collected during the quality assurance phase. By conducting combined analysis of aggregate data
from the preliminary interviews along with data from the follow-up interviews, we identified
implications of our study for researchers, practitioners, and policymakers. The findings and
implications of our study are detailed in the following sections.
4.5. Findings

Table 4.1: Summary of key findings. Findings include breakdowns of component types and topics
most frequently identified across the 20 interviews.

Section | Analytical Dimension | Summary of Findings

45.1 Work Contexts Key topics & interview counts: Regulatory development
(11), organizational Al governance & enablement (8),
governance gaps & needs assessments (4), data
governance mechanisms (4), regulatory compliance (4),
national Al governance frameworks (4)

45.2 Actors 120 unique actors: 44 organizational actors, 23 socio-
technical actors, 53 actor instances

45.3 Benefits, Risks, & Key topics & interview counts: Public mistrust (7),
Harms epistemic risks of misinterpreting “Al” (7), risk
mitigation (6), improved efficiency (6), improved service
quality (6), harms to worker wellbeing & workplace
quality (5), unfair decision outcomes (5), financial &
economic gains (5)

454 Resources 142 unique resources: 75 knowledge & cognitive
resources, 26 policy & legal resources, 18 financial
resources, 17 data & computational resources, 6 cultural
resources
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455

Networks

40 unique networks: 18 resource integration networks, 22
governance networks

45.6

Interactions

N/A (See explanation in Section 4.5.6)

45.7

Evaluations

Key topics & interview counts: Benefits to public realized
& risks mitigated (6), Al systems are aligned with
organizational values (6), reduction of stakeholder
frictions (5), international harmonization on Al regulation
& standards (4), trust of public & other stakeholders
secured (4), shared meanings established (4)

45.8

Logics

Key topics & interview counts: Maximize benefits &
mitigate risks of Al development & use (8), maximize
profit & shareholder value from Al adoption (6), achieve
balance between public & private interests in Al
outcomes (6), align Canadian Al governance with
international partners (6), align Al systems with
organizational values (5), facilitate cross-organizational
& cross-sectoral collaboration (4), strengthen
public/consumer trust in Al applications (4), ensure Al
systems are compliant with relevant laws & standards (4),
ensure benefits realized & harms prevented for vulnerable

groups (4).

45.9

Functional Bounds

Key topics & interview counts: Knowledge & expertise
resource limitations within organizations (10), gaps in
stakeholder literacies & awareness (8), knowledge &
expertise resource limitations within Canada’s Al
ecosystem (6), gaps in knowledge of stakeholder needs &
requirements (6), financial limitations (5)

45.10

Rules

Key topics & interview counts: Al-related laws &
regulations (9), limitations on scope & jurisdiction of Al
policies (7), impact of organizational norms & culture on
Al policies (7), requirements set by voluntary standards
& guidance (4), privatization of audit, compliance, &
regulatory services (4), norms of & imbalances in
political and economic power (4)

4511

Ecosystem

Key topics & interview counts: International alignment on
Al governance frameworks (13), feedback loops &
learning across Al governance initiatives (11), Al
Brussels effect (7), transferable & open-source models for
organizational Al governance (6), Canadian access to
international Al markets (5), clustering & scope of co-
governance activities (5)
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4.5.12 | Opportunities for Key topics & interview counts: Stronger shared
Improvement understandings of Al systems & best practices for Al
governance (8), creating more opportunities for public
participation in Al governance (7), cultivating a more
strongly integrated ecosystem (6), cultivating more
diversity in Al governance activities (6), implementing
stronger participatory design & governance practices (6)

4.5.1. Work Contexts

Across the 20 interviews, participants perceived regulatory development (11 interviews),
organizational Al governance & enablement (8 interviews), standards development (6
interviews), governance gaps & needs assessments (4 interviews), data governance mechanisms
(4 interviews), regulatory compliance (4 interviews), and national Al governance frameworks (4
interviews) as the topics most relevant to their own work contexts. For example, activities related
to the development and implementation of the proposed Atrtificial Intelligence and Data Act, the
development of context-specific Al policies and governance practices within organizations and
sectors, and the development of national and international industry standards for Al by the
International Standards Organization (1SO) and Standards Council of Canada (SCC) stood out as
topics of particular interest across many of these interviews.

Many of the topics that participants described as most relevant to their own work contexts
covered more specialized issues or interests, and were therefore perceived by the participants less
frequently: 22 of 34 topics were described by only one or two participants. A complete
breakdown of all 34 topics that one or more participants perceived as being most relevant to their
own work contexts can be found in Appendix 4A. Topics that were perceived by participants less
frequently are not necessarily less important to Canada’s AIGS—participants may perceive
similar issues through different epistemic frames, or may perceive issues that other participants

do not perceive due to individual differences in their awareness, attention, work interests, and
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areas of specialization. Lower frequency topics related to participant work contexts cover a wide
range of issues, such as the supply chains and ecosystems needed to develop Al systems, Al
workforces, and AIG initiatives; different types of governance initiatives, approaches, and
mechanisms; and different types of ethical and practical considerations that motivate the
participants in their work.
4.5.2. Actors

Across the 20 interviews, participants perceived a total of 120 unique actors as being
involved in or impacted by Canada’s AIGS. The actors were described at varying degrees of
scale, including entire nations and sectors down to specific government departments or specific
companies that were perceived by interviewees as having a significant role in Canada’s AIGS.
We categorized the actors perceived by the participants within a typology that contains two actor
types, 67 actor sub-types, and 53 instances of specific actors (see Figure 4.3). What we call
organizational actors are a type of actor that participants described with reference to the
organizational structures or functions of the actors, or with reference to a group of organizations
with similar business offerings and similar governance needs (e.g., industries or sectors). What
we call socio-technical actors are a type of actor that were described by participants with direct
reference to the actor’s role in the creation and/or operation of Al systems (e.g., actors involved
in or impacted by the design, development, deployment, use, or management of an Al system).
These categories are not mutually exclusive—specific instances of actors can be categorized under
multiple types or sub-types depending on the organizational, socio-technical, and/or sectoral

activities they are involved in or impacted by.



Actor types

Actor
sub-types

Actor
instances
(53)

Actors involved in Canada's AIGS (120 unique actors)

Organizational actors (44)

Socio-technical
actors (23)

[

[

+ Internal experts + Tech industry

« External experts « Civil sector

« Government departments  + Academic sector
- Federal governments + Canadian tech industry
= Provincial governments + Canadian manufacturing
« Territorial governments industry

* Regional governments + Canadian service industries
« Municipal governments + Public sector

+ National Al Institutes « Private sector

+ Industry partners « Nonprofit sector
« Al startups

« Al SMEs

« Al enterprises

+ Large enterprises

+ Residents

« Citizens

+ Clients

+ International organizations

« Intergovernmental councils

« Communities of practice

+ Legal counsels

+ Professional associations

+ Labour unions

« Advocacy organizations

+» Large consulting firms

+ Small consulting firms

« Research institutes

+ Policy shops

+ Privacy commissioners

+ Indigenous peoples

« Indigenous organizations

« Academic partners

+ Civil society partners

+ Educational institutions

+ Al developers

« Al users

« End users

« Beneficiaries of Al

« Vulnerable groups

+ Public Al governance
services providers

« Private Al governance
services providers

+ Actors involved in Al
governance initiatives

« Actors affected by Al
governance initiatives

+ Al researchers

« Al developers

« Activists

+ Lobbyists

+ Policymakers

+ Policy advisors

«* Privacy professionals

+ Legal professionals

-

Examples include CIFAR, Vector Institute, Mila, Amii, Innovation, Science and Economic
Development Canada (ISED), Global Affairs Canada (GAC), Treasury Board of Canada
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States, United Kingdom, OECD, City of Toronto, City of Montreal, EY, Deloitte, KPMG, Google,
Microsoft, Amazon (See Appendix A for a full list of actor instances)
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Figure 4.3: Diagram depicting a typology of actor types, sub-types, and instances that were

perceived by participants.

4.5.3. Benefits, Risks, & Harms

Participants perceived many potential benefits, risks, and harms of Al systems and/or Al

governance activities within Canada’s AIGS. The most frequently perceived potential benefits

were risk mitigation (6 interviews), improved efficiency (6 interviews), improved service quality
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(6 interviews), and financial & economic gains (5 interviews). The most frequently perceived
potential risks or harms were public mistrust (7 interviews), epistemic risks of misinterpreting
“Al” (6 interviews), harms to worker wellbeing & workplace quality (5 interviews), unfair
decision outcomes (5 interviews), tensions between responsible Al & profitable Al (4
interviews), rights-based harms (4 interviews), and reinforcement of structural injustices (4
interviews).

Many benefits, risks, and harms were perceived by participants less frequently. Lower
frequency benefits, risks, and harms cover a wide range of issues. Many of the less frequently
perceived topics cover the potential benefits of responsibly governed Al to various aspects of
Canadian leadership and competitiveness in Al, Al innovation and technological development,
financial and economic gains, service quality and cost savings in specific types of organizations,
as well as potential benefits of effective AIG practices to scalability, robustness, accountability,
transparency, and trust in Al systems. Other lower frequency topics cover potential risks and
harms caused by Al systems, including risks and harms to marginalized groups, workers,
businesses, and the environment. Some participants also indicated that ineffective AIG practices
may pose complex systemic risks to political institutions and institutional capacities, regulatory
systems, supply chains, legacy digital infrastructures, personal privacy and security, social and
economic equity, and economic equilibrium. A complete breakdown of all 72 benefits, risks, and
harms that were perceived by the participants can be found in Appendix 4A.

4.5.4. Resources

Across the 20 interviews, participants perceived a total of 142 unique resources as being
involved in Canada’s AIGS. Of those 142 resources, we categorized a significant majority as
knowledge & cognitive resources (75 unique resources). This category includes resources such

as knowledge of Al development and use, knowledge of Al ethics, technical expertise, business
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expertise, legal expertise, implementation expertise, working groups, advisory and decision-
making bodies, Al literacies, and Al education and training for marginalized groups.

In addition to knowledge & cognitive resources, we categorized many resources as policy
& legal resources (26 unique resources). This category includes resources for rule-giving such as
laws, regulations, directives, guidance documents, technical and industry standards, auditing and
assessment frameworks, compliance management programs, and human rights. This category
also includes resources for rule-making such as legal teams, advocacy groups, policy models,
and best practices. Another category we identified is financial resources (18 unique resources),
which includes resources such as budgets, public and private funding and investment,
commercialized Al models, business models, capital, and funds for marginalized groups, civil
society, and private sector organizations to participate in Canada’s AIGS. Data & computational
resources (17 unique resources) includes a variety of technical resources required for the
functioning of responsibly governed Al systems, such as productionized machine learning
models, cleaned and labeled data, high quality and domain-specific training and testing data,
reliable data pipelines and technical services supply chains, along with reliable computing
resources, hardware, and digital infrastructures. Cultural resources (6 unique resources) are
intangible resources that enable capacity-building and legitimacy-building within organizational
cultures, such as cultural awareness of Al ethics and governance issues, approvals and buy-in for
creating and implementing AIG initiatives, and positive public perceptions of Al systems and
their governance. A complete breakdown of all 142 resources that were perceived by the
participants can be found in Appendix 4A.
4.5.5. Networks

Across the 20 interviews, participants perceived a total of 40 unique networks as being

involved in Canada’s AIGS. Of those 40 unique networks, we categorized 18 as types of
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resource integration networks through which multiple actors attempt to exchange resources to
achieve their individual goals. We categorized the remaining 22 unique networks as types of
governance networks through which multiple actors attempt to coordinate their actions, align
their goals, and collectively act upon their shared values. Resource integration networks cluster
around particular types of resources (e.g., knowledge sharing networks among departments,
sectors, governments, or nations; networks for exchanging expertise, practical guidance, or for
providing Al education and training; networks and platforms for sharing code, data, or social
communications). Governance networks cluster around the actors and resources involved in
maintaining particular organizational structures and/or in enabling particular organizational
functions (e.g., the network of actors and resources involved in maintaining the Pan-Canadian Al
Strategy and enabling organizations through it; the networks involved in developing, legislating,
reviewing, and assessing compliance with the Artificial Intelligence and Data Act; the networks
involved in formalizing a set of mechanisms and practices for governing Al systems within an
organization). A complete breakdown of all 40 networks that were perceived by the participants
can be found in Appendix 4A.
4.5.6. Interactions

During primary data analysis, we excluded interview data pertaining to interactions
between specific actors from further study to preserve participant anonymity. In many cases, the
context-specificity of the actor-actor interactions described by participants (e.g., interactions
between highly specific organizations even within aggregated data) presented a risk of making it
possible to identify individual participants from the aggregated data. We were able to infer
findings pertaining to interactions from the actors, networks, activities, and ecosystem-level
phenomena described by the participants. Findings pertaining to interactions are reported on in

more detail in the following sections.
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4.5.7. Evaluations

The actors in Canada’s AIGS apply many criteria to evaluate the success of AIG
practices. Across the 20 interviews, the most frequently perceived evaluation criteria for
successful AIG practices were benefits to public realized & risks mitigated (6 interviews), Al
systems are aligned with organizational values (6 interviews), reduction of stakeholder frictions
(5 interviews), international harmonization on Al regulations & standards (4 interviews), trust
of public & other stakeholders secured (4 interviews), and shared meanings established for
foundational, scope-setting terms such as “Al systems” and “Al governance” (4 interviews).

Many evaluation criteria were perceived by participants less frequently. Lower frequency
evaluation criteria cover a wide range of qualities that participants perceived as being
characteristic of successful AIG practices, including strategic and operational effectiveness,
efficiency, competency, interoperability, scalability, transferability, competitiveness,
profitability, protectiveness, compliance, accountability, transparency, and legitimacy. These
evaluation criteria were often described by participants in relation to specific organizational or
institutional outcomes, such as high applicability and transferability of policy instruments across
contexts, balancing of generalizability and context-sensitivity in governance frameworks, and
enablement of effective knowledge-sharing, organizational management, and standardization
practices. A complete breakdown of all 48 evaluation criteria that were perceived by the
participants can be found in Appendix 4A.
4.5.8. Logics

The actors in Canada’s AIGS are motivated by a wide range of intentions and desires.
Across the 20 interviews, the most commonly perceived logics for practicing AIG were to
maximize benefits & mitigate risks of Al development & use (8 interviews), maximize profit &

shareholder value from Al adoption (6 interviews), achieve balance between public & private



119

interests in Al outcomes (6 interviews), align Canadian Al governance with international
partners (6 interviews), align Al systems with organizational values (5 interviews), facilitate
cross-organizational & cross-sectoral collaboration (4 interviews), strengthen public/consumer
trust in Al applications (4 interviews), ensure Al systems are compliant with relevant laws &
standards (4 interviews), and ensure benefits realized & harms prevented for vulnerable groups
(4 interviews).

When participants were prompted to describe logics for practicing AlG that they
perceived within Canada’s AIGS, many participants described similar issues to the issues that
they previously covered in describing evaluation criteria for successful AIG practices. However,
in describing logics for practicing AIG, participants often framed their perceptions differently
than they had framed their perceptions of evaluation criteria. Participants often framed logics for
practicing AIG in relation to perceived social, organizational, political, economic, material, or
psychological needs of one or more actors. Evaluation criteria, however, were often framed by
participants as qualitative measures or performance indicators that could be used to assess if
those needs had been met. The difference between these two framings is subtle but important:
participant perceptions of evaluation criteria relate most directly to the quality and measurability
of AIG activities, whereas perceptions of logics relate more directly to the rationales and
aspirational goals that motivate those AIG activities. We represented this framing difference
between logics and evaluation criteria in our coding of the topics. For example, the evaluation
topic Al systems are aligned with organizational values (ID#6.2 in Appendix 4A) seems nearly
identical to the logics topic align Al systems with organizational values (ID#7.5). However, the
former topic implies that some actors perceive value alignment as a measurable quality of

organizational AlIG activities; the latter topic implies that some actors perceive the alignment of
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Al systems with organizational values as a rational and desirable goal in carrying out their
organizational AlG activities.

The logics motivating the various actors of Canada’s AIGS are grounded in tacit
assumptions about the rationality and desirability of Al adoption and AIG activities. Implicit to
many of these logics is an assumption that Al adoption is intrinsically desirable, and that
extrinsic AlIG practices can enable rational actors to responsibly fulfill their Al adoption desires
through a utilitarian risk-benefit calculus. The logics motivating Canada’s AIGS cover many
rationales and desired goals. Participants indicated that many actors desire AIG practices that
strike reasonable balances between perceived dichotomies such as benefits/risks, public/private
interests, and innovation/regulation. Participants also perceived desires to align Al systems with
human values across many scales of activity, including alignment with stakeholder values,
shareholder values, organizational values, national values, and international markets. Securing
the trust of consumers, vulnerable groups, markets, and the Canadian public in Al systems and
their governance is another significant desire motivating Canada’s AIGS, as well as
strengthening the capacities, capabilities, and competitiveness of Canadian institutions and
businesses. The frequency with which topics related to financial and economic desires were
raised by participants—most strikingly, maximize profit & shareholder value from Al adoption
(ID#7.4, 6 interviews)—indicates that Canada’s AIGS is motivated by strong economic logics. It
is unclear from our interviews how such powerful incentive structures might be reconciled with
conflicting logics perceived by participants—such as trust-building, harm prevention,
accountability, and justice—that seek to disrupt undesirable political and economic power
structures. A complete breakdown of all 39 logics that were perceived by the participants can be

found in Appendix 4A.
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4.5.9. Functional Bounds

The actors in Canada’s AIGS face many cognitive, informational, and other functional
limitations in pursuing their Al governance goals. Across the 20 interviews, the most frequently
perceived functional boundaries on AlIG practices were knowledge/expertise resource limitations
within organizations (10 interviews), gaps in stakeholder literacies & awareness (8 interviews),
knowledge/expertise resource limitations within Canada’s Al ecosystem (6 interviews), gaps in
knowledge of stakeholder needs & requirements (6 interviews), financial limitations within
organizations (5 interviews), administrative incapacities within organizations (4 interviews), and
interpretive barriers & ontological uncertainties in making shared meanings and collectively
acting upon foundational terms such as “Al systems” and “Al governance” (4 interviews).

The functional bounds described by participants reflect constraints on the availability and
use of many of the knowledge resources, cognitive resources, and cultural resources that we
discussed in section 4.5.4. The frequency with which participants perceived various limitations
in the availability of AIG knowledge and expertise—both within specific organizations, and
across the broader ecosystem—indicates that Canada is facing significant constraints in its AIG
knowledge supply chains. AIG knowledge shortages were perceived by participants as limiting
the development and quality of Canada’s AIGS at both micro- and macro-organizational scales.
Awareness of and literacy with a variety of Al-related topics is also an important cognitive
resource, and here too, participants frequently perceived gaps in the awareness and literacies of
many different actors as constraining the development and quality of Canada’s AIGS. Further
cognitive constraints are imposed by ambiguous ontologies of “AI” and epistemic disconnects
between policymakers and the contexts of Al development and use they desire to govern.
Participants frequently noted that “Al” is a highly ambiguous object of governance. This

ontological ambiguity cascades into epistemic and practical limitations on interventions in “Al
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systems,” as policymakers and other AIG practitioners must balance generalized cross-
contextual awareness and specialized context-sensitive awareness in scoping the “Al systems”
and impacts they aim to intervene in. Participants also perceived limitations on financial
resources as constraining the AIG activities of many under-resourced actors, particularly small
businesses, small government policy teams, civil society organizations, and advocacy groups.

Data resource constraints and computational resource constraints were not frequently
perceived as functional limitations on AIG activities. Only two functional bounds directly relate
to data resources or computational resources: technical debts (ID#8.11) and cultural limitations
of data sourcing & documentation practices (#8.15). Rather than being purely technical
constraints, both of these topics strongly relate to constraints in organizational culture. Technical
debts are constraints imposed within organizational cultures that promote non-maintenance of
legacy technical infrastructures that support new Al applications through API interfaces. Data
sourcing and documentation are constraints imposed within cultures that promote responsible
data governance and compliance with data protection regulations.

Many participants perceived that capacity gaps can emerge from multiple interlocking
resource constraints. The capacity gaps perceived by participants include incapacities of
organizational actors, government institutions, civil society, and the broader ecosystem to
effectively develop, use, manage, make sense of, and share knowledge about Al systems,
impacts, policy instruments, and other governance mechanisms. A complete breakdown of all 25
functional bounds that were perceived by the participants can be found in Appendix A.

4.5.10. Rules

In addition to functional limitations, the actors in Canada’s AIGS also face many

normative and rule-based limitations in pursuing their Al governance goals. Across the 20

interviews, the most frequently identified normative and rule-based limitations on Al governance
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practices were requirements set by Al-related laws & regulations (9 interviews), limitations on
scope & jurisdiction of Al policies (7 interviews), impact of organizational norms & culture on
Al policies (7 interviews), requirements set by voluntary standards & guidance (4 interviews),
privatization of audit, compliance, & regulatory services (4 interviews), and norms of &
imbalances in political and economic power (4 interviews), avoidance of conflicts of interest in
policy co-design (3 interviews), and an emerging norm of accountability & enforceability gaps (3
interviews).

While participants typically perceived functional bounds as emerging from a combination
of knowledge, cognitive, cultural, and financial resource constraints, participants typically
perceived rules as emerging from a combination of constraints imposed by policy resources,
legal resources, and cultural resources. Participants perceived a spectrum of Al policy
instruments with varying tradeoffs between legal force and administrative agility, ranging from
legislation and regulation (high force/low agility) to voluntary guidance documents (low
force/high agility). Participants also perceived that legal, regulatory, and policy frameworks for
Al may impose differing limitations across actors depending upon the scope of Al development
and use activities covered by the framework and the jurisdiction through which the framework is
to be enforced.

The normative limitations perceived by participants are often more complex and
restrictive than limitations based in policy or law. Participants frequently perceived that political,
economic, and organizational norms impose tacit rules and structural patterns upon AIG
activities and outcomes. Various norms of political and economic power—and particularly, the
consolidation of political and economic power into a small set of government institutions and
industry actors—were frequently perceived as imposing structural limitations and power

imbalances upon the activities of Canada’s AIGS. Norms of power were perceived as influencing
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the public accountability processes of government and industry actors, the development and
enforcement of legal and regulatory framewaorks for Al, the ability of government institutions to
avoid conflicts of mandate in co-designing Al policies with one another, and the ability of
government to avoid conflicts of interest in co-designing Al policies with industry actors (who
often possess greater knowledge of and expertise with Al than government actors). Participants
also perceived that incentive structures are placing limitations on regulatory development and
enforcement: many government institutions face limitations in financial resources and
administrative capacity, so they are incentivized to outsource regulatory activities such as Al
system audits, compliance assessment and certification, and professionalization of Al auditors
and other Al policy experts to private sector actors with greater capacities; meanwhile, the
private sector is incentivized to support the government in privatizing those administrative
capacities, as privatization will enable businesses to create lucrative new markets for Al auditing,
compliance management, and other professional services. Participants connected these incentive
structures to long-standing political and cultural norms of outsourcing in Canada’s public sector,
and to an emerging norm of privatized Al regulation. Some participants advocated for this
emerging norm, noting potentials for regulatory efficiencies and cost reductions; others
expressed concern that excessive regulatory privatization may ultimately contribute to the further
erosion of administrative and regulatory capacities in Canada’s public sector.

Participants also perceived organizational norms such as industry self-regulation of Al,
agile organizational cultures, and culturally encoded narratives of Al futures and technological
futurism as tacit rules that limit the structural possibilities of Canada’s AIGS. A complete

breakdown of all 21 rules that were perceived by the participants can be found in Appendix 4A.
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4.5.11. Ecosystem

Canada’s national AIGS exists within a broader ecosystem of Canadian and international
governance systems that impact Canada’s AIGS. Across the 20 interviews, the most frequently
perceived ecosystem-level topics were international alignment on Al governance frameworks
(13 interviews), feedback loops & learning across Al governance initiatives (11 interviews), the
Al Brussels effect through which European Union Al policy is able to strongly influence
Canada’s development of Al policy (7 interviews), transferable & open-source models for
organizational Al governance (6 interviews), Canadian access to international Al markets (5
interviews), and inter-departmental clustering & scope of co-governance activities (5
interviews).

When prompted to describe ecosystem-level phenomena either within or beyond
Canada’s national context, participants described four main types of external AIG systems that
Canada’s national AIG system interacts with: international AIG systems, subnational AIG
systems, sectoral AIG systems, and organizational AIG systems. Participants perceived many
international AIG activities of significance to Canada’s national AIGS, including international
alignment of regulatory models and harmonization of market frameworks with key trading
partners (e.g., the European Union, the United States, and other G7 nations), as well as
knowledge sharing, policy transfer, and development of technical standards and best practices
through international organizations and communities of practice (e.g., the OECD, UNESCO,
NATO, and ISO). In addition, some participants observed that geopolitical tensions are
contributing to volatility and uncertainty in Canada’s broader strategic environment, and to
systemic risks of misperceiving Al opportunities and threats, intensifying Al arms race

dynamics, and proliferating military applications and malicious uses of Al.
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At the subnational scale, participants perceived many collaborative AIG activities
occurring across clusters of federal, provincial, territorial, and municipal government institutions.
Though Canada’s national AIGS is largely directed by federal strategy and policy initiatives,
many AIG initiatives also exist at the provincial and municipal levels of government. For
example, Ontario’s Trustworthy Al Framework (2023) provides guidance for Al development
and use across the province’s public sector, and a version of the federal Directive on Automated
Decision-making has been adapted for use in the municipal government of the City of London,
Ontario (as described in Towards Data Science, 2021). Participants frequently described
intergovernmental knowledge sharing, formal collaboration, and informal collaboration on AIG
initiatives as significant components of Canada’s national AIGS. In addition to government
institutions, participants also perceived many collaborative AIG activities occurring within and
across industries, sectors, labour unions, professional associations, communities of practice, and
civil society. Though they exist within the subnational scale, sectoral and organizational AIG
systems have wide-ranging impacts on both the Canadian private sector and public sector.
Sectoral and organizational AIG activities include the development, implementation, and
integration of context-specific Al strategies, standards, and policies between and within
organizations. Participants also noted the importance of amending and coordinating existing
sectoral and organizational governance frameworks (e.g., for data governance, privacy
protection, compliance management, and impact assessment) with new AIG frameworks so as to
ensure continuity and coherence between the frameworks. Figure 4.4 depicts an aggregated view
of the key ecosystem-level entities and relations that were perceived by participants. A complete
breakdown of all 25 ecosystem-level phenomena that were perceived by participants can be

found in Appendix 4A.
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Figure 4.4: Diagram of key ecosystem-level entities and relations that participants perceived as
significant to Canada’s national AIGS. Structures of strategy initiatives, policy initiatives, and
coordinating actors also exist within international and subnational AIG systems but are omitted
from this diagram for the purpose of visual simplicity.

4.5.12. Opportunities for Improvement

Across the 20 interviews, participants perceived many opportunities for improving the
overall state of Canada’s national AIGS. The most frequently described opportunities for
improvement were stronger shared understandings of Al systems & best practices for Al
governance (8 interviews), creating more opportunities for public participation in Al governance
(7 interviews), cultivating a more strongly integrated ecosystem across departments,

governments, & sectors (6 interviews), cultivating more diversity in Al governance activities (6
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interviews), and implementing stronger participatory design & participatory governance
practices (6 interviews).

The opportunities for improvement described by participants can be characterized as four
types of high-level gaps in Canada’s national AIGS: (1) gaps in institutional arrangements, (2)
gaps in resource availability, (3) gaps in actor alignment, and (4) gaps in diversity, equity, and
inclusion. Participants frequently described structural and functional gaps in institutional
arrangements as opportunities for improvement. These institutional gaps include: loose
coordination on AlG initiatives across government departments, levels of government, and
sectors; planning, implementation, experimentation, and scope challenges in strategic initiatives
and policy initiatives; gaps in the public sector’s administrative, regulatory, and training
capacities; and systemic challenges with agility, adaptability, resilience, scalability, public
accountability, and public trust across Canada’s AIGS. Gaps in the availability of many types of
resources were also frequently described as opportunities for improvement. Notable resource
gaps include limited knowledge and awareness of Al impacts, of stakeholder needs, and of best
practices for Al governance throughout Canada’s AIGS, particularly in public sector
organizations and organizations with less mature Al governance cultures. Participants also
perceived gaps in the supply of Al policy expertise, Al commercialization and business scale-up
expertise, and other supports for Al policy, commercialization, and scale-up. Another
opportunity for improvement noted by participants was to reduce financial barriers and other
resource constraints for small businesses, civil society organizations, and marginalized groups
wishing to participate in policy co-design and standardization activities.

In addition to institutional and resource gaps, participants frequently perceived a need to
create new governance mechanisms to better address challenges of actor coordination,

collaboration, and alignment across multiple scales of AIG activity. These include challenges of



129

intra-organizational alignment (alignment of values and goals of individual workers, teams, and
departments within an organizational AIGS), inter-organizational alignment (alignment of values
and goals of multiple organizations in an Al value chain), national alignment (alignment of the
national AIGS with values and goals of individuals and organizations across a nation), and
international alignment (alignment of multiple national AIG systems in a transnational Al value
chain).

Finally, participants frequently described gaps in diversity, equity, and inclusion as
opportunities for improvement. Gaps in racial, gender, disciplinary, or sectoral diversity of the
individuals and organizational actors represented in AlG initiatives were frequently described.
Participants also described shortages of collaboration opportunities and resources for publics,
civil society organizations, marginalized groups, and Indigenous peoples wishing to participate
in government-led AIG initiatives. Some participants perceived inequitable Al impacts and AIG
outcomes as potential consequences of governance practices that do not take a diverse and
broadly inclusive approach to public participation. A complete breakdown of all 44 opportunities
for improvement that were perceived by the participants can be found in Appendix 4A.

4.6. Limitations

Our data and findings represent the most significant components of Canada’s national
AIGS as perceived by our participants during the data collection phase of our study (February
2023 — July 2023). AIG is a rapidly evolving field of research and practice, and AIG initiatives
are continuously emerging and developing throughout Canada and around the world. Our study
is not intended to provide an exhaustive or immutable account of Canada’s AIGS—our data and
findings provide a time-sensitive, accurate, and reasonably complete representation of Canada’s
AIGS, as confirmed by participants during the quality assurance phase of our study (October

2023 — December 2023). Our data and findings may contain minor gaps in timeliness and
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completeness due to the complexity and fluidity of the field, and new minor gaps will likely
continue to emerge as Canada’s AIGS continues to evolve.

Our discussion of findings is intended to provide an integrative analysis of many topical
trends and topical gaps that we observed across each analytical dimension of our dataset. Our
discussion of findings is not intended to provide a comprehensive account of all of the findings
that could possibly be inferred from topics, topical patterns, and topical gaps in our dataset. As
discussed in section 4.4.1, the topics in our dataset are aggregated from across 20 interviews that
are subject to the perceptual limitations of the participants, such as individual differences in
attention, knowledge, and interest. Additionally, our analysis is subject to our own perceptual
constraints on attention, knowledge, and interest as researchers. Our data and our discussion of
findings are therefore also subject to the perceptual limitations of our participants and ourselves.
We mitigated those perceptual limitations to the greatest extent possible by including participants
from multiple sectoral and disciplinary backgrounds, by conducting our 20 initial interviews over
the span of six months to minimize the potential influence of external events on group-level
attentional biases, and by conducting follow-up interviews several months later to ensure our
data and findings remained accurate.

The size of our sample imposes minor limitations on our data and our findings. We
determined that our data collection process had reached saturation after 20 interviews, as clear
distributions of topics perceived more frequently versus topics perceived less frequently had
emerged across each of the analytical dimensions. We do not expect that these distributions or
the relative weighting of the higher-frequency topics would substantially change if further
interviews are conducted with additional participants. Though additional lower-frequency topics
perceived by one or few participants could emerge through further interviews, these additional

topics would not have a significant impact on the overall quality or accuracy of our findings.
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Despite these limitations, we confirmed through our quality assurance interviews that
there are no significant gaps in the accuracy or completeness of our study.
4.7. Implications for Future Research, Practice, & Policy
4.7.1. Implications for Research

Our findings reveal an extensive agenda for future research on AlG in the Canadian
context, AIG at national scales, and AlIG practices more generally. We divide this agenda into
three future research directions: (1) conduct additional analysis of topics in our dataset, (2)
further investigate institutional and ecosystem phenomena, (3) apply our framework, data, and
findings to other AIG research contexts.

Research Direction 1: Conduct additional analysis of topics in our dataset. Our study
contributes a rich set of data and empirically grounded findings to future studies of AlIG. The
dataset we created over the course of this study (Appendix 4A) provides researchers with a total
of 610 topics that were aggregated from across our 20 interviews. Collectively, these topics
represent the most significant components of Canada’s national AIGS as perceived by the
government leaders and subject matter experts who participated in our study. Our discussion of
findings in the previous section was structured according to the 12 analytical dimensions of our
service system framework, and we used content analysis methods to identify topics, categories,
trends, and gaps in the data within each of the 12 analytical dimensions. Theories other than our
theoretical framework of service system analysis could be used to structure the data into different
analytical dimensions and to contextualize and interpret the data differently, thereby generating
additional categories, trends, gaps, and findings. Additional findings could also be generated by
conducting thematic analysis or entity extraction of multiple analytical dimensions at once, or of
the entire dataset without separating the data into discrete analytical dimensions. Alternative

analysis methods could also be applied to the dataset, such as sentiment analysis (Mantyl4,
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Graziotin, & Kuutila, 2018), topic-based frame analysis (Yl&-Anttila, Eranti, & Kukkonen,
2022), and topic-based discourse analysis (Brinkmann, 2019) to generate more detailed findings
on the positive/negative sentiments, epistemic and political frames, and communicative patterns
that are influencing Canada’s national AIGS. Future studies could also analyze topical and
thematic gaps in the dataset, focusing analysis and reporting on topics that were not perceived by
participants or were perceived by participants less frequently, despite being well-evidenced in
other data sources and research literature.

Research Direction 2: Further investigate institutional & ecosystem phenomena. Our
most complex findings relate to institutional arrangements (the logics, functional bounds, and
rules structuring Canada’s national AIGS) and ecosystem-level relationships between Canada’s
national AIGS and other AIG systems. Many researchers have analyzed the institutional
arrangements shaping the development of the Directive on Automated Decision-making
(Karanicolas, 2019; McKelvey & MacDonald, 2019; Scassa, 2021) and the Artificial Intelligence
and Data Act (Scassa, 2023; Tessono et al., 2022). Aloisi and De Stefano (2023) compare
Canada’s legal framework for Al to US and EU frameworks, analyzing institutional and cross-
jurisdictional effects such as the Al Brussels effect, legal transfer, and regulatory arbitrage.
Faveri and Auld (2023) analyze the effects that Canada’s regulatory framework for AI may have
on the structuring and functioning of regulatory institutions and audit markets. Brandusescu
(2021) analyzes the tensions between public and private interests and the economic power
structures that influence many Canadian AIG activities. Lepage-Richer and McKelvey (2022)
analyze how political and cultural resources are mobilized and constrained as part of Al adoption
and AIG initiatives within Canada’s federal government. Frost (2020) analyzes the institutional
arrangements through which Canada’s national Al innovation system functions in service of

Canada’s broader economic and geostrategic objectives.
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Though these studies shed greater light on many of our own findings regarding the
political and economic logics, resource constraints, power structures, and international relations
that influence Canada’s national AIGS, many of our other findings regarding institutional and
ecosystem phenomena have not been well-studied in the research literature. To address this gap
in the literature, more detailed investigation is needed of many of the issues we discuss in
sections 4.5.8-4.5.11. The issues requiring further study include conflicting logics and value
misalignments in Canada’s AIG activities; effects of organizational cultures and power
imbalances on Al policy development processes and Canada’s AIG outcomes; constraints in
Canada’s supply chains of AIG knowledge, expertise, and contextual awareness; incentive
structures and potential effects of regulatory privatization in Canada’s AIGS; barriers to civil
society participation in Canadian AIG activities; and barriers to effective collaboration,
coordination, and resource integration with international and subnational AIG systems.

Research Direction 3: Apply our framework, data, & findings to other AlG research
contexts. Our study contributes not only to the advancement of research on Canadian AlG, but
also to the advancement of AIG research more generally. Our framework and methodology are
transferable to studies of other national AIG systems, and can be further fine-tuned as new
findings emerge across research contexts. Though our data and findings are grounded in the
Canadian context, they may also be applicable to other AIG contexts in which leaders and
experts have similar work interests to the work interests described by our participants in section
4.5.1, such as regulatory development and compliance, organizational Al governance and
enablement, governance gaps and needs assessments, data governance mechanisms, and national
AIG frameworks. However, additional interviews should also be conducted with leaders and
experts in other AIG contexts to identify their own work interests and to determine the extent to

which our data and findings are applicable to their work contexts. Comparative analysis of
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Canada’s national AIGS and other contexts could then also be conducted to further enrich the
data and findings generated from across the studies.
4.7.2. Implications for Practice & Policy

Based on participant perceptions of opportunities for improving Canada’s AIGS and the
four high-level gaps discussed in section 4.5.12, we identify four interconnected strategic
objectives that—if acted upon by policymakers, public servants, and other practitioners of AIG—
would strengthen the overall state of Canada’s national AIGS:

(1) Implement new collaboration and coordination mechanisms.

(2) Create guidance for designing & implementing participatory AlG initiatives.

(3) Expand access to key resources needed for effective AIG practices.

(4) Advance diversity, equity, and inclusion in AIG activities.

Although these four strategic objectives are ambitious in scope and scale, there are many
specific interventions in policies, programs, and strategic initiatives that Canadian AIG leaders
can begin enacting to fulfill the four objectives. Figure 4.5 illustrates these potential
interventions in relation to our four strategic objectives, our four high-level gaps, and the 44
opportunities for improving Canada’s AIGS that were perceived by participants. Some of these
objectives and interventions will be more difficult or costly to enact than others. Any
organization acting upon these objectives will need to prioritize some interventions over others
based on their available resources and their organization’s short, medium, and long-term
strategic plans. An in-depth discussion of these strategic objectives and potential interventions

can be found in Appendix 4F.
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Opportunities for improving Canada's AIGS High-level gaps in . s
(44 topics) Canada's AIGS Strategic objectives

« Stronger shared understandings of Al systems & best practices for Al
governance (8)

+ Create more opportunities for public participation in Al governance (7)

« Stronger strategic coherence & coordination (6)

+More strongly integrated ecosystem across departments,
governments, & sectors (6)

»More diversity in Al governance activities (6)

«Implement stronger participatory design & governance practices (6)

+ Supply of knowledge & expertise (Al policy experts) (4)

«Improved awareness of Al risks, impacts, & needs of impacted
stakeholders (4)

-More agile & adaptable governance frameworks (4)

« Stronger public accountability & oversight in governance activities (4)

« Cultivation of robust Al governance cultures (3)

+More interdisciplinarity in Al governance practices (3)

+ Scalability & resilience of Al ecosystem (3)

«Improved enforceability of policies & regulations (3)

* Resistance against techno-determinism (3)

« Cultivation of Al literacies & stronger Al education capacities (3)

« Stronger Al policy capacities in public sector institutions (3)

«More financial resources allocated to Al governance activities (3)

»Reduce barriers to public participation (3)

*Encourage more experimentation in designing Al governance
frameworks (3)

+ Supply of knowledge & expertise (Technical experts) (2)

« Stronger long-term planning (2)

-Improved scalability & resilience of Al governance frameworks (2)

+ Resistance against Al hype (2)

- Secure greater public trust in Al systems & Al governance (2)

« Stronger public protection measures in emerging regulations (2)

*Resolve technical debts in digital infrastructures (2)

+*Greater support for helping domestic Al companies to maturity (2)

*More clear & realistic compliance expectations for Al companies (2)

- Prioritize the creation of sectoral Al governance frameworks (2)

+ Supply of knowledge & expertise (Al business experts) (1)

+Better access to global market (1)

+Creation of more open data initiatives in public sector (1)

+Resistance against authenticity crisis caused by generative Al (1)

« Stronger risk profiling & impact assessment frameworks (1)

*More effective balance between innovation and regulation (1)

»More proactive governance initiatives(1)

+ Greater support for operational & implementation needs of Al
companies (1)

- Prioritize the creation of Al audit markets (1)

*Implement regulatory sandboxes (1)

+ Stronger access to justice/recourse in the event of Al harms (1)

+ Stronger models & supports for companies wishing to refuse Al
adoption (1)

«Implement more comprehensive frameworks for governing Al value
chains (1)

«Implement more comprehensive frameworks for organizational Al &
data governance (1)

(1) Gaps in
institutional
arrangements

(3) Gaps in actor
alignment

| | (4) Gaps in diversity,

equity, & inclusion

—

(1) Implement new collaboration & coordination

mechanisms

Potential interventions:

* Inter-sectoral & intergovernmental AIG
collaboratives

» Formal AIG communities of practice

(2) Create guidance for designing & implementing

participatory AlG initiatives

Potential interventions:

* Policy guidance for participatory Al across
sectors & civil society

» Broad participation in open data initiatives,
regulatory sandboxes, technical infrastructure
upgrading initiatives, and business scale-up and
maturation programs

(3) Expand access to key resources needed for
effective AlG practices

Potential interventions:

+ National strategy for AIG upgrading: improve
supply of Al policy expertise and scale-up
expertise, fund and invest in building AIG
capacities and stronger AlG cultures across
organizations and sectors

» Needs assessments to identify vulnerable groups
facing high Al risks and AIG resource constraints

 Education, training, awareness, & support
programs to advance equitable access to AlIG
knowledge and resources

(4) Advance diversity, equity, & inclusion in AlG
activities

Potential interventions:

« Strategic initiative for supporting equitable
implementation of new programs to provide AIG
resources and build AlG capacities.

» National survey & and impact assessment of
effects of Al systems on equity-deserving groups
across Canada

» Community-centric accountability processes

+ Evaluate and modify social & economic policy to
ensure access to justice and beneficial outcomes
of Al adoption for equity-deserving groups

Figure 4.5: Relationships between participant perceptions of 44 opportunities for improving

Canada’s AIGS, four high-level gaps, four strategic objectives for addressing those gaps, and

potential interventions for fulfilling each of the strategic objectives.

4.8. Conclusion

The findings and implications of our study address our three research questions (RQ1-

RQ3 in section 4.1):
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RQ1 - Ontological Question: What components exist within an AIGS?

RQ2 — Analytical Question: How can those components be empirically studied within

an AIGS?

RQ3 - Ecological Question: How can those components be empirically studied in a

macro-scale AlG system that contains a population of AIG systems within it, such as a

national AIGS?

The governance of Al in Canada functions through a network of interdependent service
systems that operate at international, national, and subnational scales (RQ1). These systems are
structured by the perceptions, values, and activities of many actors within and outside of Canada,
and can be empirically studied by applying service system analysis methods to analyze AIG
activities within and across scales (RQ2 and RQ3).

Our study contributes new empirical data and findings to researchers, practitioners, and
policymakers who wish to better understand or intervene in the systems through which a nation’s
governance of Al is structured and operated. Our study also contributes novel theoretical and
methodological frameworks to researchers, practitioners, and policymakers who wish to transfer
our theories and methods to their own studies of national AIG systems or AlG systems at other
scales of activity. The theories and methods used in our study can be transferred to other studies
of AIG systems by applying the concepts established in section 4.2 and Appendix 4B, as well as
by applying the research activities described in section 4.4 and Appendices 4C-E to collect data
from and analyze the service system components of different AIG research contexts.

As national pursuits of responsible Al governance continue, it will be vital for
researchers, practitioners, and policymakers to remain mindful that their perceptions of “Al”,
“Al systems”, “Al impacts”, and “Al governance” are structured by the social, political,

economic, and organizational contexts they are situated within. Many perceptions exist of Al



137

systems, their impacts, and the types of activities that constitute their governance. To responsibly
govern Al, individuals, organizations, and nations must expand the periphery of Al governance
to account for a greater range of Al impacts, and to include a greater diversity of actors in Al
governance activities. Only then can the many challenges of AIG be addressed in a way that will

faithfully represent the perceptions and interests of everyone with a stake in Al.
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Chapter 5

Conclusion:

A Future for Transfeminist Al Governance
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5.1. Summary of Findings & Recommendations

This dissertation was motivated by an observation that Al governance is often ineffective
at preventing harms caused by Al systems. Although it was clear that Al systems frequently
cause harmful impacts to society and the environment, the reasons why Al governance practices
are often ineffective at preventing those harms were relatively unclear. When read through a
transfeminist lens—a lens centering challenges of power, inclusion, equity, community, and
transformative change—the research findings presented throughout this dissertation shed greater
light on the reasons why Al governance is so often ineffective at preventing harm. Table 5.1
outlines the three overarching objectives of this dissertation and the key findings that have
emerged from research addressing each objective.

Table 5.1. Key findings from the research presented in chapters 2, 3, and 4 that emerged in
response to the three overarching objectives of this dissertation.

Research Objective Key Findings from Research

1. Al Impacts: Determine e Al systems are capable of causing benefits to efficiency,
what types of benefits and productivity, and quality of products and services.

harms Al systems are capable | e Al systems are capable of causing harms to marginalized
of causing, the actors populations and regions, workers, political and economic
responsible for those benefits freedoms, social trust, democratic institutions, public
and harms, the actors services, justice systems, and ecosystems.

impacted by those benefits e Beneficial and harmful impacts of Al systems are caused
and harms, and the activities by developers, users, service providers, data center
through which those benefits operators, manufacturers, governments, communities, and
and harms are caused. workers.

e Al value chains enable co-creation of value in Al systems
through integration of software resources, hardware
resources, knowledge resources, financial resources, and
governance resources.

2. Al Governance e Policy instruments, programs, strategic plans, standards,
Initiatives: Determine what and ethics statements have been created to intervene in the
types of Al governance impacts of Al systems.

initiatives have been created e In Canada, Al governance initiatives have often been

to intervene in those impacts, effective at prioritizing interventions in Canadian industry
and the degree to which those and innovation, Al technology production and use, Al

initiatives are effective or research, and public administration applications of Al.
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ineffective at intervening in
those impacts.

In Canada, Al governance initiatives have often been
ineffective at reporting on post-implementation outcomes,
securing public trust in Al, intervening in a diversity of Al
impacts, and cultivating strong coordination between
governments, sectors, and civil society.

3. Al Governance Systems:
Determine how those
initiatives function as part of
larger Al governance systems
that exist across multiple
contexts and levels of scale.

Al governance initiatives function as activities within Al
governance systems, which can be conceptualized as a type
of service system.

The activities that occur within Al governance systems are
co-created by actors, resources, networks, logics, bounds,
and rules that interact across multiple contexts and levels
of scale.

Al governance systems and the initiatives that are designed
and implemented within them are structured by the values,
perceptions, and capacities of many actors.

In Chapter 1 (Introduction), | set out to address three interrelated research objectives

regarding the impacts and governance of Al systems. To fulfill those three research objectives, I

developed a meta-theoretical framework grounded in the literature on service science, feminist

science and technology studies, and queer and trans studies. By applying service realist and

transfeminist theories of ontology, epistemology, and ethics, | conceptualized Al governance as

an intermediary system that exists between Al systems and their socio-material contexts. |

introduced Al governance systems as social systems consisting of dominant and marginalized

actors, activities, resources, networks, logics, rules, and norms that enable intervention in

beneficial and harmful impacts caused by Al systems across many contexts and scales of

activity. | demonstrated that the application of transfeminist principles and practices to Al

governance activities can support the protection and flourishing of marginalized communities

harmed by Al systems.

With research objectives and a meta-theoretical framework established, we determined in

Chapter 2 (The Impacts of Al) that the global scale and complex value chains of Al systems
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make it difficult to effectively intervene in the impacts that Al causes to society and the
environment. These impacts include improvements to process efficiency and quality of products
and services, reinforcement of systemic discrimination and injustice, erosion of social trust and
democratic institutions, labor exploitation and labor displacement, losses of agency and
freedoms, and intensifications of climate change and ecological degradation. We determined that
these impacts are co-created by a variety of actors—such as data subjects and data providers,
model and application developers, model and application users, data center operators, hardware
manufacturers, governments, tech companies, investors, communities, and workers—who input
resources into and receive resources from Al systems. These resources include many forms of
software resources, hardware resources, human resources, financial resources, and governance
resources that are integrated through Al systems over the course of their lifecycles. We identified
ethical concerns and governance implications of Al systems that arise from these resourcing
activities, and we explored opportunities for conducting further research into the impacts and
ethics of Al value chains, for applying more theories and methods to study the value chains of
specific Al systems, and for intervening in Al impacts by implementing ethical sourcing
practices throughout the Al value chain.

In Chapter 3 (Al Governance Initiatives in Canada), we more closely analyzed how and
why governments are launching Al governance initiatives to intervene in the impacts caused by
Al systems. Looking at 84 federal and provincial Al governance initiatives launched in Canada
from 2017-2022, we analyzed government programs, policy initiatives, strategic plans,
standards, and ethics statements that have been created to intervene in a variety of impacts
caused by Al systems. These include impacts to Canadian industry and innovation, technology

production and use, public administration, education and training, social and workforce
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wellbeing, research creation, data governance, and digital infrastructure. We determined that
Canada’s Al governance initiatives face challenges related to co-governance and coordination
between actors, narrowly scoped problem spaces and governance solutions, opacity of strategic
goals and governance activities, and barriers to securing public trust in Al systems and their
governance. In response, we recommended opportunities for researchers to strengthen Canada’s
Al governance initiatives by studying the post-implementation outcomes of initiatives more
closely, by studying drivers of public trust and mistrust more closely, and by studying the effects
of prioritizing intervention in some types of Al impacts over other types (e.g., prioritizing
government intervention in Al impacts on industry over impacts on the workforce). We also
recommended opportunities for public servants and policymakers to strengthen Canada’s Al
governance initiatives by specifying initiative success measures and post-implementation
outcomes more clearly, by collaborating with civil society actors and the general public more
closely, by intervening in a greater variety of Al impacts, and by launching a new initiative to
better unify the many activities occurring across Canada’s national Al governance system.
Although our study is situated within the Canadian context and within a particular timeframe,
our findings and their implications for practice and policy are transferable to other Al
governance contexts facing similar challenges.

In Chapter 4 (Al Governance Systems in Canada), we determined that the Al governance
initiatives and activities introduced in Chapter 3 exist within larger systems of governance that
are composed of many structural and functional components and span multiple scales of
organizational activity. We synthesized theoretical perspectives on Al, Al governance, and
service systems to conceptualize Al governance systems as service systems: interdependent sets

of actors, activities, resources, networks, logics, functional bounds, and rules that enable
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intervention in the beneficial and harmful impacts of Al systems within a particular context. We
applied this framework to collect and analyze data from interviews with 20 Canadian Al
governance leaders and subject matter experts. We found that Canada’s national Al governance
system is operated by networks of organizational and socio-technical actors who integrate five
types of resources with one another (knowledge and cognitive resources, policy and legal
resources, data and computational resources, financial resources, and cultural resources) and
interact with external systems at other scales (international, subnational, sectoral, and
organizational Al governance systems) in order to intervene in the impacts of Al systems.
Crucially, we determined that these actors and their activities are structured by strategic,
political, economic, and cultural logics for desiring or opposing Al adoption. Their capacities to
act upon those logics are limited by functional, rule-based, and norm-based limitations. Based on
these findings, we identified potential directions for future Al governance systems research, as
well as potential interventions for addressing four high-level gaps in Canada’s national Al
governance system: gaps in institutional arrangements, gaps in resource availability, gaps in
alignment between actors, and gaps in diversity, equity, and inclusion.

From the findings presented in Chapters 2, 3, and 4, we contributed a total of 17
recommendations for advancing future Al governance research and practice to researchers,
practitioners, and policymakers. In summary, the recommendations are:

Recommendation 1: Researchers should conduct more empirical and action research

into the specific ethical concerns, value chain actors, and resourcing activities.

Recommendation 2: Researchers should develop and apply theories and methods for

systematically modeling Al value chains, analyzing a diverse range of ethical concerns in

those value chains, and enacting interventions in those value chains.
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Recommendation 3: Practitioners and policymakers should design and implement
ethical sourcing practices across value chains that provide resource inputs to or receive
resource outputs from Al systems.

Recommendation 4: Researchers should study the outcomes of Canada’s Al governance
initiatives.

Recommendation 5: Researchers should study challenges to public trust in Canada’s Al
governance initiatives.

Recommendation 6: Researchers should study the effects of Al impact representation on
the outcomes of Canada’s Al governance initiatives.

Recommendation 7: Policymakers and public servants should specify success measures
for initiatives and routinely publish information on the outcomes of Canada’s Al
governance initiatives.

Recommendation 8: Policymakers and public servants should collaborate more directly
with the public on designing and implementing Canada’s Al governance initiatives.
Recommendation 9: Policymakers and public servants should account for a greater
variety of Al impacts when designing and implementing Canada’s Al governance
initiatives.

Recommendation 10: Policymakers and public servants should launch a new initiative
to cultivate a more unified national approach to Al governance in Canada.
Recommendation 11: Researchers should conduct additional analysis of topics in our
dataset of perceptions of Canada’s national Al governance system.

Recommendation 12: Researchers should further investigate institutional & ecosystem

phenomena in Canada’s national Al governance system.
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Recommendation 13: Researchers should apply our Al governance systems analysis
framework, data, and findings to other Al governance research contexts.
Recommendation 14: Practitioners and policymakers should implement new
collaboration & coordination mechanisms in Canada’s national Al governance system.
Recommendation 15: Practitioners and policymakers should create guidance for
designing and implementing participatory Al governance initiatives in Canada.
Recommendation 16: Practitioners and policymakers should expand access to key
resources needed for effective Al governance practices in Canada.

Recommendation 17: Practitioners and policymakers should advance diversity, equity,

and inclusion in Canada’s Al governance activities.

If effectively implemented, these 17 recommendations could support greater prevention
of harms caused by Al systems. However, effective implementation of these 17
recommendations will face significant barriers in navigating the power relations inherent to Al
systems and Al governance systems. In Chapters 2, 3, and 4, we determined that imbalances in
political power, economic power, computational power, cultural power, and other forms of
power between actors often present barriers to enacting change in Al systems and Al governance
systems. Additional barriers to change are imposed by norms of exercising power to organize
actors and to provide them with resources to do the work of governance.

Transformative change—change in which unjust norms and power structures are
dismantled to prevent further harm to historically marginalized groups—is especially difficult to
enact in Al systems and Al governance systems. These systems are built atop a stack of other
unjust computational, technological, and social systems that long preceded the recent advent of

data-intensive machine learning applications (Crawford, 2021; Crawford & Joler; 2023;
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Crawford & Joler, 2019). How, then, can Al governance possibly be made more effective at
preventing harms—and particularly, at preventing harms to marginalized communities—if studies,
practices, and systems of Al governance are all so limited by power structures and by histories of
domination and oppression?

There is no simple or clear answer to this question. However, as I’ve reflected on the
findings and implications of my research, some more precise explanations for the ineffectiveness
of Al governance have emerged, along with some necessary pathways forward for re-imagining
what “Al governance” fundamentally is and what the work of Al governance ought to entail. The
remainder of this concluding chapter details those explanations and future pathways through
three thematically interlinked reflections on the research presented in this dissertation. In keeping
with this dissertation’s overarching adherence to a trans feminist standpoint epistemology, these
explanations and future pathways are presented as a self-reflexive account that combines my
lived experience of studying and practicing Al governance with empirical evidence presented in
chapters 2, 3, and 4 and in additional research literature.

5.2. Reflections on Research: Further Discussion of Findings & Future Pathways
5.2.1. Reflection 1: Al governance is an exercise of power

As we have seen in the research presented across chapters 2, 3, and 4, Al governance is
an exercise of power. Al governance frequently proves ineffective at preventing Al systems from
harming people and the environment because studies, practices, and systems of Al governance
are limited by various forms of power relations. These power relations include resource
dependencies, rule-making and rule-taking activities, and norms of political and economic
inclusion. Power relations are deeply embedded in the networks of actors and the logics, bounds,

rules, and norms involved in their co-creation of Al governance activities. The effectiveness of
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an Al governance activity at preventing Al systems from causing harm is therefore derived from
the perceptions and powers of the actors included in that activity: Al governance emerges from
the underlying values and logics of those actors, the qualities those actors perceive as
constituting “effective” vs. “ineffective” Al governance, and the resources and capacities those
actors are able to exercise to enact their shared values and logics.

In researching and writing Chapter 2, | often felt overwhelmed by the immense
challenges of context and scale implicated in the societal and environmental impacts of Al
systems. The resources required to develop and operate Al systems are distributed across global
value chains. This results in complex issues of jurisdiction and transnational impact that Al
governance researchers, practitioners, and policymakers must contend with. Industry actors
making voluntary commitments to more robust ethical sourcing standards at socially and
environmentally impactful points throughout the Al value chain (as suggested in
Recommendation 3) could help to address challenges of transnational context and global scale in
principle. In practice, however, effective global implementation of ethical sourcing practices
faces political and economic barriers arising from the power relations embedded in Al systems
and their governance. Veale, Matus, and Gorwa (2023) highlight several tensions limiting the
global implementation of ethical and regulatory standards for Al. These tensions include
expertise consolidation and lobbying by dominant industry actors seeking to influence
regulation, outsourcing of labor and development tasks to extraterritorial regulatory havens, and
perverse incentives for obtaining foreign investment, resulting in race-to-the-bottom dynamics in
the development of regulations and standards.

Given these tensions of political and economic power in Al governance, voluntary

adoption of robust ethical standards for preventing harms to society and the environment across
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global Al value chains will have limited effectiveness. Although governments could impose
legal and regulatory requirements for industry actors to comply with more robust ethical
standards across value chains, these top-down pushes for comprehensive, compliance-based
regulatory frameworks are also limited by power relations. In a forthcoming paper | co-authored
with Helen A. Hayes entitled Valuing Value Chains: The Governance of Al Value Chains in
Canada (Attard-Frost & Hayes, 2025), we compare Canada’s approach to regulating the value
chains of Al systems to the regulatory approaches of the European Union and the United States.
Relations of political and economic power have limited the effectiveness of Al regulation across
all three of these jurisdictions. We argue that although the European Union’s Al Act-a general-
purpose, cross-sectoral regulation for Al systems—was developed through extensive consultations
with government, industry, and civil society stakeholders, the final text of the EU Al Act
contains limited protections for workers and the environment. In addition to those limitations,
some have criticized the EU Al Act for containing limited protections for human rights, and for
scaling back the compliance requirements and protections set forth in earlier versions of the Al
Act in response to pressure from industry stakeholders and lobbyists (Access Now, 2024;
Amnesty International, 2023; Corporate Europe Observatory, 2023).

Similar power dynamics can be observed in the United States, where there is no general-
purpose regulatory initiative comparable to the EU’s Al Act, but rather, a patchwork of
executive, administrative, and legislative initiatives at multiple levels of government and with
varying degrees of legal force. Some voluntary instruments such as the White House’s Blueprint
for an Al Bill of Rights (The White House, 2022) and the National Institute of Standards and
Technology’s Al Risk Management Framework (NIST, 2023) were created in consultation with

several public sector, private sector, and civil society organizations. However, the US Al
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industry exercises considerable political, economic, and cultural power across the nation’s Al
governance system. Companies that dominate the Al industry—such as Google, Amazon,
Microsoft, and OpenAl-shape US Al governance to suit their strategic priorities and economic
interests through regular engagement with government officials, extensive participation in the
development of policy and regulation, and privileged access to multistakeholder meetings
organized by Congressional and White House committees (Henshall, 2024; Hine, 2024; Johnson,
2023; Merica, 2024; The White House, 2023). Simultaneously, the US Al industry also works to
normalize futurological narratives about AI’s supposedly utopian promise and apocalyptic peril—
and the ability of Al developers to navigate society away from peril and toward greater promise—
as a cultural pretext for policymaking and for media coverage of Al governance activities
(Altman, Brockman, & Sutskever, 2023; Barakat, 2024; Dandurand et al., 2023; Gebru & Torres,
2024; Herrman, 2024; OpenAl, 2023).

In researching and writing Chapter 3 of this dissertation, | became more aware of the
extent to which industry power also dominates the Al governance priorities of Canada. This in
itself is not a new finding: in her landmark empirical study of public and private investment
activity in Canada’s Al ecosystem, Ana Brandusescu (2021) demonstrates clearly that
“concentrations of power provide advantages to a handful of entities with financial resources,
data, and technologies across a few universities and affiliated research nonprofits, startups, and
international (big) tech companies” (p. 7). The findings we present in Chapter 3 build upon and
validate her earlier findings regarding power imbalances across Canada’s Al governance
initiatives.

Chapter 3 demonstrates that Canadian federal and provincial Al governance initiatives

launched from 2017 to 2022 prioritize the development of Canadian industry, technological
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innovation, and economic growth over protections for vulnerable social groups, workers, and the
environment. Even policy instruments created for the ostensible purpose of preventing harms
caused by Al systems—such as the Artificial Intelligence and Data Act (AIDA) and the Directive
on Automated Decision-making—have substantial gaps in the scope of harms they cover and in
their enforceability (Attard-Frost, 2022; Attard-Frost, 2023a; Brandusescu & Sieber, 2022;
Scassa, 2021; Scassa, 2023; Tessono et al., 2022). The AIDA in particular has been widely
criticized for failing to meaningfully include civil society and marginalized communities in its
policy development process, for not representing a wide range of collective harms and
environmental harms in its scope, and for failing to guarantee adequate protections against harms
to vulnerable groups caused by Al systems (The Dais & Centre for Media, Technology and
Democracy, 2023).

Some more recent Canadian Al governance initiatives address a greater scope of societal
and environmental impacts. For example, the Voluntary Code of Conduct on the Responsible
Development and Management of Advanced Generative Al Systems was published by
Innovation, Science and Economic Development Canada (ISED) in September 2023 (Innovation,
Science and Economic Development Canada, 2023a). The Code of Conduct is intended to secure
voluntary commitments from developers, deployers, and operators of generative Al systems to
ensure safety, accountability, transparency, fairness and equity, human oversight, validity, and
robustness in their systems. Also in September 2023, the Treasury Board of Canada Secretariat
(TBS) published their Guide on the use of Generative Al (Government of Canada, 2024). The
TBS Guide provides federal public servants with voluntary guidance for ensuring quality,
protection of information, and human autonomy in their use of generative Al systems, as well as

for distinguishing humans from machines and for mitigating bias, legal risks, and environmental
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impacts of generative Al. In addition to those voluntary instruments, amendments were proposed
to the AIDA by the Minister of ISED in November 2023 to address gaps in the legislation
(Minister of Innovation, Science and Industry, 2023). The amended version of the AIDA added
specificity to the legislation’s definition of “high-impact systems,” added requirements for
“general-purpose systems” (such as OpenAlI’s GPT systems), clarified stakeholder
responsibilities and compliance requirements across the Al value chain, clarified the role of the
proposed “Al and Data Commissioner” who would be tasked with enforcing the legislation, and
moved the legislation’s provisions and requirements into closer alignment with international
regulatory frameworks such as the EU’s Al Act.

As | reflected on these more recent initiatives and amendments to the AIDA, | noticed
that although their scope represented a more clear and wide range of Al impacts than earlier
initiatives, many underlying challenges of industry prioritization, public participation, and public
accountability still remained. The ISED Code of Conduct was criticized for an extremely short
consultation period of less than one month, for being developed out of invitation-only meetings
with a limited group of civil society and industry stakeholders, and for limitations in its scope,
accountability measures, and enforceability (Attard-Frost, 2023b; Innovation, Science and
Economic Development Canada, 2023b; Karadeglija, 2023). The ISED Code of Conduct and the
TBS Guide both continue to contribute to a lack of transparency and accountability in the
outcomes of Canadian Al governance initiatives: although the TBS Guide has received some
praise for its ambitious scope, and although 40 organizations have voluntarily signed onto the
ISED Code of Conduct as of January 2025, it is not clear if these initiatives have had any

significant effect on the operations of Canadian Al developers and users. There has been no
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formalized post-implementation monitoring, reporting, or evaluation of the effectiveness of these
guidance documents at achieving their goals of risk mitigation and harm prevention.

Meanwhile, the Minister of ISED’s proposed amendments to the AIDA were met with
mixed reception: while some changes to the legislation were praised, there were also concerns
that the amendments still did not sufficiently address criticisms of the legislation’s gaps in scope,
specificity, enforcement powers, and public consultation (Canadian Association of Professional
Employees, 2024; Canadian Chamber of Commerce, 2024; OpenMedia et al., 2024). Some
critics observed that the consultation activities that did occur greatly overrepresented industry
actors and their interests (Castaldo, 2023; Clement, 2023). In their written brief to the
parliamentary committee studying the legislation, the Assembly of First Nations (2023)
announced that they may take legal action against the government for failing to uphold a
constitutional responsibility to consult with Indigenous peoples during the drafting of the
legislation.

As the parliamentary process of studying and amending the AIDA proceeded into 2024,
the federal government’s 2024 budget announcement further underscored the government’s
priorities: $2 billion was to be invested in expanding computing infrastructure for Canadian
industry and Al researchers, $200 million was allocated to commercializing Al technologies and
accelerating Al adoption across critical sectors, while only $50 million was allocated to
“supporting workers who may be impacted by Al, such as creative industries” (Prime Minister of
Canada, 2024). The proroguing of Parliament in January 2025 has cast some uncertainty upon
the future of Al legislation and governance in Canada. However, these more recent
developments in Canadian Al governance confirmed to me that our findings in Chapter 3 from

reviewing 84 initiatives launched from 2017 to 2022 have remained valid: Canadian Al
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governance initiatives are still prioritizing the needs of industry over broader societal needs, are
still failing to ensure meaningful participation from and accountability to the public and
marginalized communities, and are still ineffective at preventing Al systems from causing harms
to society and the environment. In Canada, support for and development of industry power is
treated with greater importance than public empowerment.

5.2.2. Reflection 2: Top-down Al governance is limited by power imbalances

My experience witnessing repeated shortcomings of government accountability,
transparency, and public participation across so many Canadian Al governance initiatives made
me increasingly concerned that the Canadian nation-state may be too structurally and
functionally limited to effectively prevent Al systems from harming society and the
environment. My concern was compounded in researching and writing about Canada’s national
Al governance system for Chapter 4 of this dissertation. Conducting interviews with government
leaders and subject matter experts throughout 2023 for Chapter 4 further clarified for me that
Canada’s industry-first approach to Al governance was in large part a product of the political,
economic, and cultural power that industry exercises over government.

During these interviews, the logics, bounds, and rules that participants described to me
made it strikingly clear that Canada’s national Al governance system is shaped and constrained
by imbalanced power relations. Several logics for engaging in Al governance activities that were
described most frequently by participants pointed toward the ability of dominant industry actors
to steer the direction of Canadian Al governance by exercising their overbearing political and
economic power. Maximize profit & shareholder value from Al adoption (#7.4 in Appendix 4A,
described in 6 interviews) indicates that Al governance is often practiced in Canada with the goal

of securing financial benefits and greater economic power for private interests. Achieve balance
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between public & private interests in Al outcomes (#7.3 in Appendix 4A, described in 6
interviews) indicates that Al governance practices intended to secure more beneficial Al
adoption outcomes for the public are somehow reconcilable with the goal of securing financial
benefits and greater economic power for private interests. This balancing of public and private
interests functions through a variety of other logics perceived by the participants, most notably,
strengthen public/consumer trust in Al applications (#7.7 in Appendix 4A, described in 4
interviews) and ensure Al development & use contributes to economic development (#7.11, 3
interviews). The rationale implied by these logics is highly complex and speculative: by
stimulating Al adoption and ensuring Al applications are trusted by Canadian consumers and the
general public, the development and use of those trustworthy Al applications will contribute to
Canada’s economic development, which will in turn contribute to economic benefits being
accrued by and fairly balanced between private stakeholders and the general public. In the
process of analyzing these logics and writing Chapter 4, | reflected on a part of our analysis from
Chapter 3:
In Canada’s stimulation approach to Al governance, societal benefit is typically assumed
to be a secondary epiphenomenon of economic benefits accrued through technological
innovation. There is no empirical evidence to support such assumptions about the socio-
economic impacts of Al systems. In fact, many studies of the political economy of Al
indicate that without broad-based and cross-cutting interventions in industries,
technologies, societies, workforces, and digital infrastructures, a stimulation approach to
Al governance might instead cause negative societal impacts. Without adequate

counterbalances, expanding industry’s capacity to develop and use Al systems may
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compound existing concentrations of capital, technology, data, and other resources in a

small handful of dominant industry actors (pp. 84-85 of this dissertation).

This empirically tenuous rising tide lifts all boats rationale is conditional on the success
of a long series of complex, well-coordinated policy interventions intended to counterbalance the
domineering power of industry. Despite the many speculative leaps this rationale requires, it is so
deeply embedded into the logics of Canada’s national Al governance system that it functions as a
cultural narrative: it is an implicit pretext for engaging in Al governance activities that is
observable across multiple studies, and it is made durable and enduring by strong support and
repeated deployment of the narrative from private sector and public sector organizations. Other
logics that were frequently perceived by participants in the research conducted for Chapter 4 also
function in service to this cultural narrative, such as align Al systems with organizational values
(#7.5, 5 interviews), cultivate a trustworthy brand image (#7.13, 3 interviews), enable greater
access to international markets (#7.14, 3 interviews), and create Al systems that are
interoperable across markets & jurisdictions (#7.15, 3 interviews). Values-based Al adoption,
brand trustworthiness, interoperability, and market access do not primarily serve the public
interest: these logics for engaging in Al governance primarily serve the Al adoption goals of
Canadian industry and their private shareholders. These logics are premised on a speculative
narrative that a balance of public and private benefits will somehow be achieved as a
downstream effect of well-calibrated organizational values, trustworthy brands, and
interoperable Al markets.

In conducting research interviews for Chapter 4, the bounds and rules described by
participants further concerned me, as they signaled that Canada’s national Al governance system

has been structured by powerful norms that may already be too solidified to be susceptible to
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transformative change. Limitations of Al governance knowledge and expertise and financial
resources within organizations are widespread (#8.1 and #8.5 in Appendix 4A, described in 10
and 5 interviews), making it difficult for smaller private sector and civil society organizations to
effectively practice Al governance and meaningfully participate in Al governance initiatives. Al
policy development processes are strongly influenced by the norms and cultures of organizations
(#9.2, 7 interviews), meaning that if a small handful of powerful public sector organizations co-
create Al policy with a small handful of powerful private sector organizations, a result will be
that regular involvement of private interests in public policy processes will become a cultural
norm. This emerging norm of private control over public Al policy is reflected in the domain of
regulatory development, where the privatization of audit, compliance, & regulatory services
(#9.5, 4 interviews) is a contentious issue. The normalization of dominant industry actors
steering the politics and economics of Canada’s national Al governance system also reinforces
existing norms of & imbalances in political & economic power (#9.6, 4 interviews), contributing
to an emerging norm of accountability & enforceability gaps (#9.8, 3 interviews) wherein the
public sector becomes so dependent on specialized Al governance knowledge, expertise, and
other resources provided by the private sector that it is normal for the public sector to design Al
policy instruments with light-touch accountability requirements and weak enforcement
capabilities. If Canada’s national Al governance system so greatly prioritizes the regulatory
needs and perspectives of dominant industry actors, then it will be difficult to effectively prevent
Al systems from causing harm to marginalized communities and society more broadly.

Many of the government leaders and subject matter experts | interviewed were optimistic
that power imbalances in Canada’s national Al governance system can be counterbalanced

through top-down government intervention. | am less optimistic. Though participants suggested
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opportunities for improvement such as create more opportunities for public participation in Al
governance (#11.2, 7 interviews), more diversity in Al governance activities (#11.5, 6
interviews), implement stronger participatory design & governance practices (#11.6, 6
interviews), and stronger public accountability & oversight in governance activities (#11.10, 4
interviews), enacting these opportunities at a national scale will require a protracted and
concerted effort from public sector, private sector, and civil society organizations. Working
together closely, these organizations will need to build greater power and resources for
marginalized groups, along with greater capacities for participatory governance, co-regulation by
a diversity of actors, proactive accountability measures, and robust protections against harms
caused by Al systems. Unfortunately, this kind of diverse, equity-seeking approach to
collaboration seems highly unrealistic: in the case of powerful government institutions and
industry actors that benefit from power imbalances in Canada’s national Al governance system,
this would in many cases mean acting against their own established norms and their own
perceived interests.

In addition to conflicting interests and political challenges, a national scale effort to
diminish power imbalances in Al governance would encounter practical challenges navigating
the gaps in coordination and collaboration discussed in Chapters 3 and 4. The resource
integration networks and governance networks needed to support broadly inclusive and equitable
collaboration across governments, sectors, and civil society are not well developed, making
Recommendations 8 and 17 difficult to implement effectively (collaborate more directly with the
public on designing and implementing Canada’s Al governance initiative, and advance diversity,
equity, and inclusion in Canada’s Al governance activities). In principle, implementation of

Recommendations 10 and 14 (implementing new collaboration and coordination mechanisms,
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and launching a new initiative to cultivate a more unified national approach to Al governance)
would further develop these networks, creating the infrastructure needed to enable more
participatory forms of governance, accountability, and regulatory protection. In practice,
however, implementing these recommendations would be a resource-intensive endeavor, again
requiring dominant actors to act against their own established norms and perceived interests by
empowering actors at the margins of Canada’s national Al governance system with greater
agency to change the system’s structures and operations. Without clear incentives for dominant
actors to empower civil society and marginalized communities, other recommendations directed
at public servants and policymakers are also likely to have limited effectiveness. The effective
implementation of Recommendations 15 and 16 (create guidance for participatory Al governance
initiatives, and expand access to key resources needed for effective Al governance practices) are
dependent on powerful actors with existing networks of knowledge, financial, computational,
legal, and policy resources voluntarily redistributing their resources to relatively less powerful
actors. The effective implementation of Recommendation 7 (specify success measures for
initiatives and routinely publish information on the outcomes of initiatives) is dependent on
government institutions and individual public managers voluntarily subjecting their operations to
greater public scrutiny, as well as on the existence of civil society organizations that have the
resources and capacities needed to hold government institutions accountable when they are not
transparent about success measures and outcomes. The effective implementation of
Recommendation 9 (account for a greater variety of Al impacts in governance initiatives) is
dependent on government institutions going against established political, cultural, and epistemic
norms of prioritizing the impacts of Al systems on industry and technological innovation in their

Al governance activities over other societal and environmental impacts.
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As | continued reflecting on the embedding of these power imbalances and resource
dependencies in Canada’s national Al governance system, I recognized that top-down Al
governance-a system of governance in which marginalized communities are dependent upon
resources and leadership provided to them by brokers of state power and industry power—is not
sufficient for enacting a transfeminist approach to Al governance. To enact transfeminist
principles of transformative change, anti-normativity, agency, fluidity, community, solidarity,
and resistance in Al governance—and by extension, to more effectively prevent Al from causing
harm to marginalized communities through the application of transfeminist Al ethics—systems of
bottom-up Al governance will be necessary. While top-down Al governance is set in motion by
alliances of state power and industry power, bottom-up Al governance is set in motion by the
power of collective action at smaller scales of organizational activity, such as communities and
workplaces.

Al governance activity already occurs regularly at smaller scales. A recent flashpoint in
bottom-up Al governance can be seen in the resistance of creative communities and workers
against harmful generative Al systems. Popular text-generating, image-generating, and audio-
generating Al applications such as ChatGPT, DALL-E, Stable Diffusion, Midjourney, and
MuseNet are trained on millions of copyrighted works that have been scraped from the web and
used for model training without consent from or compensation to the creators of those works
(Jiang et al., 2023). In response, online communities and social movements such as
#CreateDontScrape (Create Don’t Scrape, 2024) and labour unions such as the Writers Guild of
America (WGA) and Screen Actors Guild - American Federation of Television and Radio Artists
(SAG-AFTRA) have collectively organized against developers and operators of generative Al

systems. The 2023 WGA strike resulted in the union establishing regulations for the training of
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generative Al models on union-protected materials and for workers to decide if and how
generative Al should be used in their own work processes (Writers Guild of America, 2023). The
2023 SAG-AFTRA strike resulted in regulations being established for the development and use
of synthetic digital replicas of performers (Patten, 2023). These community-led and worker-led
initiatives offer a powerful lesson for the future of Al governance: if top-down Al governance
systems are structurally limited by power imbalances, bottom-up Al governance can provide
communities and workers a viable alternative to depending on resources and effective regulatory
leadership from state and industry actors.
5.2.3. Reflection 3: Al governance must be transformed

Al governance research, practices, and systems must be radically transformed to more
effectively prevent harm to marginalized communities. In her analysis of state-led and industry-
led initiatives for governing generative Al systems, Inga Ulnicane (2024) coins the term
“governance fix” to describe highly centralized, top-down initiatives that enact a “narrow and
technocratic approach” to Al governance (p. 1). Instead of governance fixes that reinforce
existing power imbalances, Ulnicane recommends enacting more pluralistic, polycentric, and
participatory approaches to co-governance that seek to transformatively change structural
imbalances of power. Mere governance fixes—new initiatives, policy amendments, and minor
operational changes within the narrow perimeters of existing power structures—are insufficient
without a deeper re-imagining and reconfiguration of the structures, norms, and possibilities of
Al governance. By re-imagining Al governance through a transfeminist lens, we can begin to
envision alternative possibilities for Al governance that are less harmful and more effective, with
effectiveness understood in relation to transfeminist principles of transformative change, anti-

normativity, agency, fluidity, community, solidarity, and resistance.
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In light of the research presented in this dissertation, | outline here a preliminary agenda
for a transfeminist approach to Al governance that seeks to transformatively change future Al
governance research, practices, and systems. This agenda contains three high-level actions for
researchers, practitioners, policymakers, community organizers, advocates, and other
stakeholders to implement in parallel: (1) Expand the scope of Al and Al governance, (2)
Oppose Al governance systems that exclude marginalized communities, (3) Co-create bottom-up
Al governance systems to reduce dependency on industry and the state.

Action 1: Expand the scope of Al and Al governance. Chapters 2, 3, and 4 all show
that “AI” is an ambiguous phenomenon. The meaning of Al-once a purely theoretical concern
for an esoteric enclave of computer scientists, philosophers, and futurists—has in recent years
become a matter of enormous practical and political consequence. In her 2021 book Atlas of Al,
Kate Crawford observes that “each way of defining artificial intelligence is doing work, setting a
frame for how it will be understood, measured, valued, and governed” (p. 7). The ways in which
the term Al is interpreted has a cascading effect on how Al governance is studied, practiced, and
systematized. The ontological boundaries of Al that are encoded into now-emerging Al laws,
policy instruments, and standards will cascade into the system design requirements of Al
developers and operators, as well as into business rationales for public and private sector Al
investment, procurement, and management decisions. Theoretical differences in how to
understand and interpret the meaning of Al will ultimately result in practical differences: Al
systems will be developed, used, and governed differently based on what those systems are
understood to consist of. If Al is understood as consisting purely of software resources—such as
data, algorithms, machine learning models, and neural networks—then Al developers, users, and

regulators will be bounded within a very different governance system than if Al were interpreted
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as also consisting of, for example, the human labor and knowledge, hardware components,
digital infrastructure, energy, water, and minerals required to develop and operate Al systems.

Expanding the ontological perimeter of Al to encircle a broader range of phenomena
supports more interpretive frames, discursive spaces, values and norms, and practical
possibilities for Al governance. By allowing ambiguity and fluidity in how the term Al is
perceived, interpreted, discussed, and acted upon, the innate transness of Al can function as a
foundation for more inclusive forms of Al governance. In a 2023 essay, transfeminist scholars
Mijke van der Drift and Nat Raha write that “radical transfeminism embraces trans as active and
anti-normative, rather than defined as a stable form . . . Trans is thus a dynamic formation, which
does not lay claim to simply be, but which functions by disrupting static categories of being” (pp.
13-16). At a time when so many new laws, policy initiatives, and technical standards are
attempting to stabilize Al into a well-defined form (see for example the definitions of Al that
form the basis of the EU’s Al Act, Canada’s Artificial Intelligence and Data Act, and the
ISO/IEC 42001:2023 standard for Al management systems), it is imperative that a transfeminist
approach to Al governance resists forced stabilization into narrow techno-legal definitions and
forms of governance. A transfeminist approach to Al governance can instead embrace the
transness of Al: the ambiguity, the fluidity, and the plurality of meaning embedded in the term
Al all provide affordances for more diverse understandings of Al, epistemic communities,
governance systems, and justice-seeking projects to form within the vast discursive nebula we
refer to as “AL”

Like Al the concept of “Al governance” also has some innate transness. Al governance
is a dynamic and ambiguous phenomenon, simultaneously referring to many possible ways of

researching, practicing, and systematizing interventions in “AlL” In this dissertation, some
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disambiguation has been provided by framing Al governance as a system of practices intended to
maximize benefits and minimize harms caused by Al systems. However, this framing is itself
deliberately ambiguous, intended to transform Al governance from a domain dominated by legal,
technical, business, and policy experts into a more open discursive space that can accommodate
diverse perspectives, exploratory questions, and alternative answers. What types of benefits are
included in Al governance, and why? What types of harms are included, and why? Who benefits
and who is harmed, and through what types of practices do they intervene in Al systems to
maximize benefits and minimize harms? Chapters 2, 3, and 4 all provide some potential answers
to those questions, but the amorphous ontological perimeter of Al and the fluid contexts, scales,
and scopes of Al governance systems leave space for many alternative answers. There is no
definitive, objective answer to what Al governance is and what the work of Al governance ought
to entail: in a service realist view, ontologies and ethics of Al governance are co-created by
many networks of actors applying their many resources, logics, rules, and norms with the intent
of planning and enacting governance activity. In Chapter 4, we saw that Al governance contains
a plurality of values, perspectives, and practices. It could be said that writing and reading this
dissertation are both practices of Al governance: we write and read the research presented here
with the intent of cultivating greater knowledge and cognitive resources that can be applied to
maximize benefits and minimize harms caused by Al systems.

Al governance is not the preserve of well-funded experts, academics, lawyers, and public
intellectuals. A transfeminist approach to Al governance resists what van der Drift and Raha
(2023) refer to as “neoliberal encapsulation:” the containment of transness to “the future that
liberalism has wanted for us — a future based in limited forms of social inclusion and legal

rights” (p. 13). A transfeminist approach to Al governance works against neoliberal
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encapsulation by expanding the ontological scope of Al governance to include a more
comprehensive set of actors and activities than what is typically found within the narrow
technocratic confines of state-led and industry-led Al governance initiatives. Communities and
workers impacted by Al systems all possess their own domain expertise: they possess context-
sensitive, direct knowledge of Al impacts and resource needs within their communities and
workplaces. Collective organizing of communities and workers, community-led policy and
strategy initiatives, direct action against harmful Al systems and governance systems,
development of small-scale resource-sharing and capacity-building networks, discursive
interventions, and public protest can all be directed toward maximizing benefits and preventing
harms caused by Al systems. Therefore, these are all legitimate practices of Al governance. By
expanding the perimeter of Al governance to encompass this larger scope of practical
possibilities, Al governance is transformed into a more inclusive democratic project, one that
escapes neoliberal encapsulation. Rather than consolidating more power, expertise, and agency
into already powerful state and industry organizations, a transfeminist approach to Al
governance must build greater agency and solidarity within marginalized and under-resourced
communities that have so far had their needs largely ignored by state and industry actors.
Action 2: Oppose Al governance systems that exclude marginalized communities.
As it has become more clear that Al systems frequently cause harm, a vibrant discussion has
emerged regarding the accountability processes through which impacted actors may oppose Al
developers and operators whose systems caused harm to them. Principles of public
accountability, contestability, and resistance are of particular importance in these discussions,
and conceptual frameworks such as “algorithmic resistance” (Bonini & Treré, 2024; DeVrio,

Eslami, & Holstein, 2024; Ganesh & Moss, 2022; Velkova & Kaun, 2021), “resisting AI”
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(McQuillan, 2022) and “contestable AI” (Alfrink et al., 2023; Alfrink et al., 2024; Balayn et al.,
2024) have emerged as banners under which diverse practical possibilities for opposition against
Al systems are studied. Although these frameworks share a common interest in studying
methods through which the developers and operators of Al systems can be opposed by
vulnerable and harmed stakeholders, contestability-based frameworks and resistance-based
frameworks do have some crucial differences and limitations.

Alfrink et al. (2023) characterize contestability in Al as distinctively procedural and
mechanistic. Contestability requires institutional mechanisms and affordances for open and
iterative debate about Al design practices, responsiveness to complaints about an automated
decision or other output of a particular Al system, and commitments to remediation and
procedural justice throughout the lifecycle of the system. Although contestable Al provides a
process-oriented approach for opposing context-specific harms caused by Al systems, the
effectiveness of contestability mechanisms is largely dependent upon voluntary commitments to
participatory design and procedural justice from Al developers, operators, and policymakers—
many of whom would, again, be acting against their own perceived interests by empowering
marginalized actors with robust mechanisms with which to contest their practices of Al
development, management, and policymaking. Indeed, Alfrink et al. imply that contestable Al
faces complex structural barriers to democratic control even in public sector contexts where it is
more likely to be effective, noting the “duty of care government organizations have toward
citizens; and the (at least nominal) democratic control of citizens over public organizations” (p.
632, emphasis added). Meanwhile, resistance against Al refers to a broader category of
oppositional acts that emerge from structural conflict with power within an Al system, including

(but not limited to) acts of contestation and complaint. In their review of the research literature
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on algorithmic resistance, Bonini and Treré (2024) observe that resistance against Al systems
and other data-intensive algorithmic systems entails an agonistic relationship with power, a type
of structural relation between dominant and marginalized actors that is simultaneously both
frictive and generative of new possibilities for building greater agency amongst marginalized
actors. Bonini and Treré are careful to diminish the revolutionary romanticism of resistance,
noting that although resistance is “born of a response to existing systems of power, control, and
domination,” (pp.17-18), acts of resistance are not limited to historically marginalized actors:
resistance is practiced by a range of actors seeking to cultivate greater agency that they can then
exercise to enact a variety of benevolent and malevolent intentions.

The limitations of these frameworks led me to write an essay entitled Al
Countergovernance intended for a wide audience of researchers, practitioners, public servants,
community organizers, and activists seeking strategies and tools for opposing harmful Al
systems (Attard-Frost, 2023c). In the essay, | apply transfeminist principles of fluidity, agency,
community, resistance, and transformative change to outline an integrative framework of
oppositional action that reconciles the mechanistic view of contestability-based frameworks with
the structural view of resistance-based frameworks. I build upon Dean’s (2018) analysis of
contestability mechanisms and resistance practices involved in building counterpower against
state actors whose governance systems failed to serve the needs of their publics (a process that
Dean refers to as “counter-governance”), introducing Al countergovernance as a conceptual and
practical framework for opposing Al governance systems that exclude the needs of marginalized
communities. Synthesizing lessons learned from four real-world cases of collective organizing
against state-led and industry-led Al governance systems (see Table 5.2), I argue that

communities and workers can more effectively oppose harmful Al systems by organizing against



167

their higher-level governance systems (e.g., by organizing against the full spectrum of

organizational actors, networks, logics, and resources responsible for co-creating the harmful Al

system), rather than by centering contestation and resistance around the more granular

technological components of the Al systems and the socio-technical practices involved in

designing, developing, deploying, and operating those components (e.g., the development and

use of harmful datasets, algorithms, machine learning models, and computing infrastructures).

Table 5.2: Key lessons learned from the four cases of Al countergovernance discussed by Attard-
Frost (2023c, 2024), highlighting comparative sources of power and counterpower, practices of
countergovernance, and outcomes of each case.

Case

Sources of power
& counterpower

Practices of
countergovernance

Outcomes

Project Maven
(Google
military
partnership with
US Department
of Defense)

e Power: Industry-
state partnership

e Counterpower:
Workers

e Open letter to Google
CEO

o Worker resignations
& walkouts

e Media engagement

e Project Maven contract
was not renewed in 2019
e Re-emergence &
expansion of Google-DoD
partnerships in subsequent
years

o Witness testimony &
impact statements
e Media engagement

Sidewalk e Power: Industry- | e Public meetings e Sustained community

Toronto state partnership e Alternative urban backlash against project

(“Smart city” e Counterpower: | development & data e Cancellation of project in

development Local community infrastructure plans May 2020 due to multiple

project) e Media engagement | factors (including
resistance from local
community)

Backlash e Power: State e Open letters to e Sustained public

against with significant Members of Parliament | backlash against AIDA

Canada’s industry influence | e Public audits & e New consultations

Artificial e Counterpower: | assessment of the launched & amendments to

Intelligence & | Public (Primarily | AIDA AIDA that reflect some

Data Act policy experts & e Alternative policy criticisms

(AIDA) advocacy groups) | proposals e Many criticisms

currently remain
unaddressed




168

Writers Guild of | ¢ Power: Industry | e Collective bargaining | ¢ New collective
America Strike | o Counterpower: | e Policy & planning agreement contains
Workers through workplace regulations for Al-
technology committee | generated writing, writer

e Media engagement use of Al, and use of
writers’ material in model

training

This countergovernance framework first expands the ontological scope of “AI” and “Al
governance” to accommodate a more open horizon of practical possibilities, then moves the
targets of opposition from the level of Al systems to the level of Al governance systems. In this
framework, communities organize against ineffective Al governance systems by working
transversally both inside and outside of established institutions, as well as by leveraging a fluid
repertoire of governance practices and mechanisms to build agency and counterpower. Practices
of Al countergovernance can include: awareness-building through media engagement, protests,
petitions, and open letters addressed to sources of state and industry power, such as elected
representatives and corporate executives; community-led audits, evaluations, and iterative
contestation of harmful Al systems, policy instruments, and organizations; co-creation of shared
knowledge resources and funds, guidelines and rules, and direct action campaigns to proactively
prevent the development and operation of harmful Al systems within a community. Through its
grounding in transfeminist principles and practices of governance, this framework enables
actionable strategies of contestation, resistance, capacity-building, and justice-seeking within
marginalized communities that are vulnerable to or have been harmed by Al systems.

Action 3: Co-create bottom-up Al governance systems to reduce dependency on
industry and the state. Beyond merely opposing ineffective large-scale systems of top-down Al
governance, a transfeminist approach to Al governance can also advance the bottom-up

development of small-scale alternative systems in more localized contexts, such as communities
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and workplaces. If developed in accordance with transfeminist principles of transformative
change, agency, community, and solidarity, a foundational goal of developing bottom-up Al
governance systems should be to gradually reduce the dependency of vulnerable communities on
Al governance resources provided by state and industry actors. Transfeminist Al governance
must build within communities the resources, networks, and agency needed to exercise greater
power over Al systems that pose a risk to the community. As governance practices, actors,
networks, resources, logics, rules, and norms within the community gradually become more
systematized, power can be more effectively built and exercised to prevent the development and
operation of Al systems that may cause harm to the community. This will be a fluid and dynamic
process, involving diverse and extensive co-creation activity between community organizers and
researchers, practitioners, public servants, journalists, activists, and other sympathetic actors with
the intent of supporting the community in building and exercising power.

Researchers can support community organizers with empirical research and action
research intended to determine more clear, context-sensitive practices for effective community-
led design and implementation of Al governance systems. Practitioners of technology design,
management, and policy can support by training community organizers with skills and
knowledge from their respective disciplines, and by assisting organizers in the design and
implementation of projects and programs, policy instruments and guidance, community events
and workshops, knowledge resources, technologies, and other governance tools required by the
community. Public servants can support by directing a greater share of public funding and
resources away from industry-centric Al governance initiatives and toward: knowledge-building
initiatives and participatory policymaking initiatives in vulnerable communities; civic

participation funds to enable under-resourced civil society organizations and communities to
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more actively participate in policy design and co-regulation initiatives; and, legal supports and
policy workshops to build stronger regulatory infrastructure and capacities for resistance within
communities. Journalists and creatives can support by investigating the impacts of Al on the
community, giving voice to the experiences and stories of the community, and building public
awareness of the realities, possibilities, and potential futures of community-led Al governance.
This work is particularly crucial for helping to build the cultural power and counternarratives
needed to oppose dominant futurological narratives of Al-fueled utopias, economic windfalls,
and technocratic regulators staving off the existential risk of unaccountable “rogue AI” systems.
Unaccountable Al systems already exist in the present moment; their developers and operators
are already self-regulating rogues who pose an existential risk to marginalized communities.
Counternarratives such as this are essential for subverting the discursive frames and regulatory
pretexts of dominant actors.

At its core, a transfeminist approach to Al governance is rooted in the lived experiences
of trans people, and the histories of domination, marginalization, and oppression that trans
people—especially Black trans people and trans people of color-have been forced to endure. This
dissertation has emphasized the application of transfeminist ethical principles to Al governance
research and practice over more direct engagement with the lived experience of being impacted
by an Al system as a trans person. However, a recent report by a group of researchers at the
University of Virginia shows that Al and other data-intensive technologies are indeed causing
trans communities around the world to experience numerous physical, psychological, social,
political, and economic harms (Reia, Leach, & Li, 2025). Against a backdrop of rising anti-trans
sentiment and anti-trans legislation around the world, their report underscores the urgent need to

develop community-centric systems of Al, data, and digital governance that protect trans people



171

and empower us to prosper in online and offline environments. As Susan Stryker (2017) shows
in her pivotal work Transgender History: The Roots of Today’s Revolution, the history of trans
liberation movements provides ample evidence that trans communities cannot fully rely upon or
entrust the governance systems of the state to protect us from harm. Not only are state-led
systems of governance frequently developed without meaningful inclusion of trans and other
marginalized communities, but in far too many instances, state power has been actively
exercised with the intent of causing harm to us. It is only through arduous acts of community
organizing, direct action, and bottom-up practices of governance involving fluid, decentralized
networks of collaborators—both inside and outside the halls of institutional power—that some
political victories have been won for some trans communities in some parts of the world.

Future Al governance research, practices, and systems have much to learn from trans
ways of thinking, feeling, and doing governance. It is not sufficient for us to do nothing more
than wait for alliances of state and industry power to reach accords on legal frameworks for Al,
even if we are granted a seat at the table of their discussions. It is not sufficient for us to hope
that those laws will be reliably, effectively, and justly enforced to protect trans lives and to
ensure the flourishing of trans communities and other marginalized communities. A transfeminist
future for Al governance begins within our communities and outside of the state. As Stryker puts
it in concluding her account of the history of trans liberation movements (2017, p. 236): “We can
do more than cross our fingers and hope for the best if we ourselves work together to bend our

little corner of the universe.”
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Appendix 2A: Integrated Inventory of Ethical Concerns, Value Chain Actors,
Resourcing Activities, & Sampled Sources

High-level ethical concern 1: Benefits of Al

Lower-level Examples of related Examples of related resourcing  Related sources
issues identified value chain actors activities

by Stahl et al.

(2022)

Novel insights e Industry e Analytics platform e Aula & Bowles
from data, e Governments development & use (2023)
efficiency e Intergovernmental [ e Adoption of industrial Al e Birhane (2021)
improve_ment, bodies applications e Cobbe, Veale, &
economic e Civil society e Job creation & hiring Singh (2023)
benefits, e IP creation & licensing o Gansky &
environmental e Energy consumption McDonald
benef_|ts, . optimization (2022)
contr_lbutlon 0 e Policy development & e Hind & Seitz
sustainable evaluation (2022)
development e Madianou (2021)
goals, Al for « Moore (2019)
Good

e Widder & Nafus
(2023)

High-level ethical concern 2: Issues arising from machine learning

Lower-level Related sources

issues value chain actors

Examples of related | Examples of related resourcing
activities

identified by

Stahl et al.
(2022)

Control of data
(misuse of
personal data,
lack of privacy,
security,
integrity)

Data subjects,
owners, users, &
brokers

Data center
operators

Model
developers
Application users
Cloud services
providers
Information
security services
providers

Red teamers,
blue teamers, &

Privacy policy development,
enforcement, & application to
ML systems

Informed consent and
authorization for data collection,
scraping, & use

Sale, purchase, brokerage, &
ownership of data

Knowledge of ML
vulnerabilities & vulnerability
testing methods

Funding of ML research
involving ethical concerns
related to control of data

European
Parliament
(2020)
MacKinnon &
King (2022)
Veale, Binns, &
Edwards (2018)
Crain (2018)

e Lamdam (2022)

Fredrikson, Jha,
& Ristenpart
(2016)
Greshake et al.
(2023)




247

real adversaries
Research funding
sources &
funding
recipients

Wang et al.
(2022)
Whittaker (2021)
Hatmaker (2022)
Perrigo (2022)
Lee, Cooper, &
Grimmelmann

(2023)
e De Vynck (2023)
e GitHub Copilot
Litigation (2023)
e Stable Diffusion
Litigation (2023)
¢ Vincent (2023)
Reliability Data providers e Development and e Angwin et al.
(Accuracy of Model implementation of ethical quality (2016)
predictive developers assurance practices for model e Bender et al.
recommendatio Cloudwork training, testing, & management (2021)
ns, accuracy of platform Data annotation & verification e Burr & Leslie
non- providers and outsourcing of data work (2023)
individualizeq Application users and model work e Eitel-Porter
recommendatio & other Funding of ML research (2021)
ns, lack of application involving ethical concerns o Grote & Berens
quality data, stakeholders related to reliability (2022)
accuracy of Research funding e Irani (2015)
data) sources & e Miceli, Posada,
fun_di_ng & Yang (2022)
recipients e Miceli & Posada
(2022)
e Mokander &
Axente (2023)
e Perrigo (2023)
e Rankin et al.
(2020)
Lack of Data subjects Incentivization & disclosure of e ACLU (2023)
transparency Model funding for “responsible AI” and | e Ahmed, Wahed,
(Bias and developers “Al ethics” research & Thompson
discrimination, Application users Documentation, disclosure, and (2023)
lack of & other explanation of machine learning e Bartneck et al.
accountability application & automated decision-making (2020)
and liability) stakeholders processes and outcomes e Birhane et al.
Governments, Inclusion of stakeholder (20223, 2022b)
courts, and knowledge & perspectives o Broderick (2023)

regulatory bodies
Research funding
sources &

Distribution and enforcement of
accountability and liability for
harms amongst value chain
actors

Brown (2023)

e Cobbe, Veale, &

Singh (2023)
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funding
recipients

e Community organizing & protest | e European
Commission
(2022)

e Miceli et al.
(2022)

o Mitchell et al.
(2019)

e Ochigame
(2019)

e Raji etal. (2020)

o Whittaker (2021)

e Widder & Nafus
(2023)

e Zech (2021)

High-level ethical concern 3: Ethics of living in a digital world

Lower-level Related sources

issues

Examples of related
value chain actors

Examples of related resourcing
activities

identified by

Stahl et al.
(2022)

Economic
issues
(Unemployment
, concentration
of economic
power,
ownership of
data/IP)

Workers
Unemployed &
precariously
employed people
Employment
services providers
Education &
training providers
Employers

Tech companies
Nations

e Use of Al applications in hiring,
contracting, dismissal, &
surveillance of workers

e Al education & training

e Distribution & redistribution of
capital, profits, and other
financial resources

e Unionization & collective
organizing

e Distribution, open-sourcing,
access to, & licensing of data,
code, and other computational
resources and IP

Ahmed, Wahed,
& Thompson
(2023)

Bales & Stone
(2020)
Broderick (2023)
Dastin (2018)
Dyer-Witheford,
Kjgsen, &
Steinhoff (2019)
Hickok & Maslej
(2023)
Langenkamp &
Yue (2022)
Masiello & Slater
(2023)

Miceli, Posada,
& Yang (2022)
Miceli & Posada
(2022)

Perrigo (2023)
Webster (2023)
Widder, West, &
Whittaker (2023)
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Justice (Impact Justice system Public and private funding of Al Angwin et al.
on justice administrators applications procured & used in (2017)
systems, access e Public service justice systems and public Birhane et al.
to public administrators services (2022a)
services, impact [ e People seeking Data preparation, design, and Dyer-Witheford,
on vulnerable public services or development of Al systems with Kjgsen, &
groups, justice impacts on justice & subsequent Steinhoff (2019)
distribution, e Economically impacts of decision automation Eubanks (2018)
economic disadvantaged outcomes for justice Gans-Combe
participation) groups Inclusion of knowledges from (2022)
e Exploited & vulnerable and marginalized Mulligan &
precarious groups in Al education, design, Bamberger
workers development, & governance (2019)
e Employers processes Pasquale (2020)
Redistribution of resources Solaiman et al.
required to justly develop/use Al (2023)
systems & just distribution of West, Whittaker,
value co-created throughout Al & Crawford
system lifecycles (2019)
Macro-level social, political, and
economic outcomes of
widespread Al adoption
Human e Exploited Compensation for labor and Ahmed, Wahed,
freedoms (Loss workers resulting gains/losses to social, & Thompson
of freedom and e Victims of political, & economic freedoms (2023)
individual material, and autonomy Angwin et al.
autonomy, harm psychological, & Algorithmic discrimination (2016)
to physical environmental resulting in reduction of social, Eubanks (2018)
!ntegrity, harms political, & economic GPAI (2022)
Impact on o Government & opportunities Miceli & Posada
health, lack of corporate Energy usage of Al models (2022)
access to and information resulting in carbon emissions, Whittaker (2021)
freedom of owners water usage of data centers
mform_atlon, e Companies, resulting in depletion of
reduction of governments, freshwater reserves
human contact) researchers, and Creation, collection, and
civil society brokerage of access to

actors seeking
access to data and
information

proprietary data, information,
and computational resources

Broader
societal issues
(Potential for
military use,
impact on

e Governments &
police services

o Military
organizations &
defense

Military and police procurement,
contracting, and use of Al
applications

Mining activities & mineral
extraction

Crawford (2021)

e Crawford & Joler

(2018)
GPAI (2021)
Hoijtink &
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environment,
impact on
democracy)

contractors
Cloud services
providers

Data center
operators
Hardware
manufacturers
Social media
platform
providers & users

Fuel required to ship & transport
materials & hardware

Hardware manufacturing &
assembly

Energy, mineral, & water
consumption of Al systems
Disposal & recycling of e-waste
at end of hardware lifecycle
Creation & reinforcement of
filter bubbles based on
algorithmic profiling of users

Hardeveld (2022)
Kronke (2019)

o Lietal. (2023)

Luccioni &
Hernandez-
Garcia (2023)
Mahoney (2020)
Mulligan &
Bamberger
(2019)

Taddeo et al.
(2021)

Woolley (2018)

Unknown issues
(Unintended or
unforeseeable
adverse
impacts, cost to
innovation,
potential for
criminal and
malicious use,
prioritization of
the “wrong”
problems)

Malicious actors
Security
professionals
Governments &
regulatory bodies
Research funders,
research
institutes, &
researchers

Unforeseen misuses/abuses of
personal data & digital identities
Unforeseen consequences of
social engineering, identity theft,
ML model hacking,
mis/disinformation, and
malicious data brokerage
operations

Implementation & enforcement
of excessively strict or
excessively permissive Al
regulation

Excessive funding of misdirected
Al research projects

Ada Lovelace
Institute (2021)
Brundage et al.
(2018)

Smuha (2021)
Tiku (2023)
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High-level ethical concern 4: Metaphysical issues

Lower-level Examples of related Examples of related resourcing = Related sources
issues identified = value chain actors activities
by Stahl et al.
(2022)
Machine e  Governments e Data & knowledge e Gebru & Torres
consciousness, e Intergovernmenta assembled to develop (2023)
autonomous | bodies hypothetical conscious e Torres (2023)
moral agents, o Individual machines &
super- humans superintelligent agents
intelligence, e  Human e  Consolidation of
singularity, organizations resources under the
changes to e  Hypothetical control of hypothetical
human nature CONSCious conscious machines &

machines superintelligent agents

e Hypothetical e  Uneven distribution of
artificial moral hypothetical Al &
agents technological capabilities
e  Hypothetical resulting in divergent
superintelligent evolutionary trajectories
agents
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big data research

# | Source Initiative Title | Intervention | Governance | Year Discovery | Link
Type Areas of Method
Origin
Data
Governance,
Innovation, . Technol'ogy
Science and Pan-Canadian Production & https://ised-
. Artificial . Use, Industry External isde.canada.
FO1|Economic . Strategic Plan . 2017 o
Develobment Intelligence & Innovation, Knowledge |ca/site/ai-
P Strategy Social & strategy/en
Canada
Workforce,
Public
Administration
National Al External /cifar.
F02|CIFAR . Program Al Research 2017 s feife:
Institutes Knowledge |ca/ai/
https://www
.nrcan.gc.ca
[digital-
Natural - canada.ca |accelerator/
NRCan Digital Industry & e
F03 |Resources g Program y 2017 advanced |current-
Accelerator Innovation .
Canada search artificial-
intelligence-
projects/225
77
Budget 2017 -
Part 3 - Canada's https://www
Digital Future -
Department of Gr?)win Al Research, canada.ca f—Ud;%
F04 |Finance g Policy Industry & 2017 advanced | et
Canada Canada's Innovation search docs/plan/ch
Advantage in ap-01-
Artificial en.html#To
Intelligence c477707367
https://nrc.c
) anada.ca/ind
Advisory ex.php/en/c
National statement on
o . canada.ca [|orRorate/val
Research human ethics in |Ethics ues-
F05 . e Al Research {2017 advanced i
Council artificial Statement ethics/resear
. . search
Canada intelligence and ch-

involving-
human-

participants/
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advisory-
statement-

human-
ethics-
artificial-
intelligence-
big-data-
research-
2017

Mirror
Committee to

https://www
.scc.calen/st

International Industry &
Standards Technical Innovation, External %
Fo6 |Council of Committee on  |Standard Technology {2017 Knowledge w
Canada ISO/IECJTC Production & o-1-50-42-
1/SC 42 Use artificial-
Artificial intelligence
intelligence
Innovation, .
Science and | Global Industry & External mps//7\/\//\/\/\/\//
F07 |Economic Innovation Program y 2018 -1c.de.careic:
Devel cl Innovation Knowledge |site/093.nsf/
evelopment usters ena/home
Canada
FO8|CIFAR Program of Program g 2018 Caralmation
Activiti Industry & Knowledge |al-program-
clivities Innovation of-activities/
Al Research,
Technology
Production & https://cifar.
Use, Industry ca/ai/ai-
& Innovation, External society/ai-
F09|CIFAR Al & Society  |Program Data 2018 futures-
Knowledge | .
Governance, policy-
Social & labs/#report
Workforce, S
Public
Administration
https://cifar.
IFAR E | [
F10|CIFAR Canada_C Program Al Research  |2018 xterna m
Al Chairs Knowledge |-cifar-ai-
chairs/
F11|Office of the |OPC Program Data 2018 canada.ca |https://priv.



https://dl.acm.org/doi/10.1145/3630106.3659001
https://dl.acm.org/doi/10.1145/3630106.3659001
https://dl.acm.org/doi/10.1145/3630106.3659001
https://dl.acm.org/doi/10.1145/3630106.3659001
https://gpai.ai/projects/responsible-ai/environment/climate-change-and-ai.pdf
https://gpai.ai/projects/responsible-ai/environment/climate-change-and-ai.pdf
https://gpai.ai/projects/responsible-ai/environment/climate-change-and-ai.pdf
https://gpai.ai/projects/responsible-ai/environment/climate-change-and-ai.pdf
https://firstmonday.org/ojs/index.php/fm/article/view/11833/10528
https://firstmonday.org/ojs/index.php/fm/article/view/11833/10528
https://firstmonday.org/ojs/index.php/fm/article/view/11833/10528
https://firstmonday.org/ojs/index.php/fm/article/view/11833/10528
https://firstmonday.org/ojs/index.php/fm/article/view/11833/10528
https://firstmonday.org/ojs/index.php/fm/article/view/11833/10528
https://firstmonday.org/ojs/index.php/fm/article/view/11833/10528
https://dl.acm.org/doi/10.1145/3442188.3445943
https://dl.acm.org/doi/10.1145/3442188.3445943
https://dl.acm.org/doi/10.1145/3442188.3445943
https://dl.acm.org/doi/10.1145/3442188.3445943
https://dl.acm.org/doi/10.1145/3630106.3658939
https://dl.acm.org/doi/10.1145/3274357
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Privacy Contributions Governance, advanced |gc.ca/en/opc
Commissioner |Program - Technology search -actions-
of Canada Projects on Production & and-
facial Use, Al decisions/re
recognition Research W
techn_o!ogy & Lrivac i
Acrtificial research-
Intelligence and-
knowledge-
translation/
OPC
Consultations
Program - Data mDS//M
Office of the |Consultation on priv.qge.cale
Privac olice use of Governance, canada.ca |n/about-the-
F12 y P . Program Technology {2018 advanced [opc/what-
Commissioner |(facial .
£ q . Production & search we-
of Canada recogmho_n & Use do/consultat
Consultation on ions/
artificial
intelligence
Al Research,
Innovation, G7 Technology .
Science and  |Multistakeholde Production & canada.ca %‘%
F13|Economic r Conference on |Strategic Plan |Use, Industry (2018 advanced ;teg/m
Development Art|f|.C|aI & Ir_movatlon, search ena/home
Canada Intelligence Social &
Workforce
https://www
.internationa
l.gc.ca/worl
Al Research, d_c cannor
QITE dyc.anon M
ramning, national_rel
Charlevoix Technology ations-
. |Common Vision . Production & canada.ca i i
Global Affairs Ethics relations_int
F14 Canada for the Future of Statement Use, Industry |2018 advanced |ernationales
Anrtificial & Innovation, search /g7/docume
Intelligence Social & Nts/2018-
Workforce, w
Public artificial-
.. . intellig -
Administration mt? ) : ; €nce
artificielle.a
spx?lang=en

g



https://dl.acm.org/doi/10.1145/3274357
https://dl.acm.org/doi/10.1145/3274357
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https://dl.acm.org/doi/10.1145/3274357
https://dl.acm.org/doi/10.1145/3274357
https://dl.acm.org/doi/10.1145/3531146.3533114
https://link.springer.com/article/10.1007/s00146-024-01922-2
https://link.springer.com/article/10.1007/s00146-024-01922-2
https://link.springer.com/article/10.1007/s00146-024-01922-2
https://link.springer.com/article/10.1007/s00146-024-01922-2
https://link.springer.com/article/10.1007/s00146-024-01922-2
https://link.springer.com/article/10.1007/s00146-024-01922-2
https://link.springer.com/article/10.1007/s00146-024-01922-2
https://arxiv.org/pdf/2304.03271
https://dl.acm.org/doi/10.1145/3630106.3658542
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https://dl.acm.org/doi/10.1145/3630106.3658542
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https://placesjournal.org/article/maintenance-and-care
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https://www
.internationa

Al Research,
. l.gc.ca/worl
Al Education d-
& Training, monde/inter
Innovation, Technolo i
) Canada-France o9y national_rel
Science and Statement on Production & canada.ca |ations-
F15({Economic Artificial Strategic Plan |Use, Industry |2018 advanced |relations_int
Development Intelligence & Innovation, search ernationales
Canada g Social & [europe/201
Workforce, M_
Public france_ai-
.. . ia_f .
Administration w
px?lang=en
o]
Science and
Policy
Integration (SPI .
g . (SPT) Al Education
Natural Leadership & Trainin canada.ca |https://www
F16|Resources Bootcamp - Program Public g 2018 advanced |.nrcan.gc.ca
Canada Aurtificial L search 121639
. Administration
Intelligence
Action Learning
Team
https://www
.canada.ca/e
n/public-
) . |Integrated service-
Public Service g_ . canada.ca |commission
F17{Commission Intelligence Strategic Plan Public 2018 advanced |/services/pu
Evaluation g Administration T
of Canada R search blications/in
eport tegrated-
intelligence-
evaluation-
report.html
https://www
Technology .canada.cale
Production & n/revenue-
Use. Data agency/corp
Canada Corporate GO\;ernance External orate/about-
F18|Revenue Business Plans |Strategic Plan | . . " |2018 canada-
Digital Knowledge
Agency (2018 to 2025) Inf revenue-
n ra_structure, agency-
Public cra/summar
Administration y-corporate-

business-
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plan.html
https://www
Treasury Directive on Technology ths-
Board of Automated . Production & External .gc. I
F19 .. Policy . 2019 seLge.capol
Canada Decision- Use, Public Knowledge |/doc-
Secretariat making Administration eng.aspx?id
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.canada.ca/e
n/governme
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government/
Treasury Algorithmic Technology digital-
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use-
ai/algorithm
ic-impact-
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271

Federal Provincial Total
Year of Origin
2017 6 3 9
2018 12 2 13
2019 10 5 16
2020 10 4 14
2021 7 11 18
2022 8 6 14
Intervention Type
Policy 13 7 20
Program 25 11 36
Strategic Plan 8 10 18
Standard 3 1 4
Ethics Statement 4 2 6
Governance Area
Al Research 21 7 28
Al Education & 7 3 10
Training
Technology 26 14 40
Production & Use
Industry & 29 21 50
Innovation
Data Governance 11 9 20
Digital Infrastructure | 2 4 6
Social & Workforce |9 10 19
Public Administration | 18 9 27
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Appendix 4A: Dataset

This dataset contains the full inventory of 610 topics that were aggregated from across
the 20 interviews we conducted during the primary data analysis phase of our study (February
2023 — July 2023). Counts of the frequency with which topics were perceived by participants
across the 20 interviews are included for analytical dimensions 1, 3, and 6-11. Topics in
analytical dimensions 1, 3, and 6-11 contain counts of the frequency with which aggregate topics
emerged across each of the 20 interviews. Topics in analytical dimensions 2, 4, and 5 contain
categories instead of frequency counts: the topics in these dimensions represent every unique
actor, resource, and network that emerged over the course of the 20 interviews instead of
aggregate topics.
Abbreviations used in column titles:
LEAD: Interviews with leaders of public sector Al governance initiatives.
SME-PS: Interviews with subject matter experts employed in the private sector.

SME-CS: Interviews with subject matters experts employed in the academic or civil sectors.

Analytical

Dimensions Categories

11 (1:.0I2tt§)r(\t/iew Regulatory development 11 1 6 4
12 (e)r:gzglrg?na;inotnal Al governance & 8 1 7

1.3 Standards development 6 2 1 3
« P

15 Data governance mechanisms 4 1 1 2
1.6 Regulatory compliance 4 4

1.7 National Al governance frameworks 4 1 2 1
1.8 Ecosystem development 3 3

19 ﬁg;pg\?vt;i:g of governance 3 1 2

1.10 Procurement guidance 3 2 1
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111 Incentive structures 2
1.12 Scalability
1.13 Global leadership
1.14 International alignment
1.15 Guardrails on Al
1.16 Public trust
1.17 Public accountability & oversight
1.18 Risk management
1.19 Proactive governance
1.20 Sectoral guidance
121 Ir:eusr:eia;gental, applied, & policy 1
1.22 Al supply chains 1
1.23 Financing mechanisms
1.24 Long-term planning
125 Talent development
1.26 Procedural fairness
1.27 Al registry development
1.28 Interpretive clarity
1.29 Protection of public interests
1.30 Persuasiveness of policy
1.31 Al maturity
132 Public-priyate Al development
partnerships
1.33 Private Al governance services 1
1.34 Government priorities & values 1
2.1 |2.Actors Al-providers ;l;e)::%eni?:;?;iigr
2.3 Al-applying actors ;&%ig;?gii% -r
2.4 Al-impacted actors ;ﬁ%iﬁ:;?giit%-r
25 Al rule-makers Type of socio-

technical actor
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Type of socio-

2.6 Al rule-takers )
technical actor
Type of socio-
2.7 Vulnerable groups technical actor
2.8 Al developers Type of socio-
technical actor
2.9 Al users Type of socio-
technical actor
2.10 End users Type of socio-
technical actor
211 Beneficiaries of Al Type of socio-
technical actor
Public Al governance services Type of socio-
2.12 . .
providers technical actor
Private Al governance services Type of socio-
2.13 - .
providers technical actor
Actors involved in Al governance Type of socio-
2.14 e :
initiatives technical actor
Actors affected by Al governance Type of socio-
2.15 e )
initiatives technical actor
. . Type of socio-
2.16 Privacy professionals technical actor
. Type of socio-
2.17 Legal professionals technical actor
Type of socio-
2.18 Al researchers technical actor
2.19 Al developers Type of socio-
technical actor
2.20 Activists Type of socio-
technical actor
2.21 Lobbyists Type of sacio-
technical actor
2.22 Policymakers Type of sacio-
technical actor
2.23 Policy advisors Type of socio-
technical actor
2.24 Tech industry Type .Of .
organizational actor
2.25 Academic sector Type .Of .
organizational actor
2.26 Civil sector Type .Of .
organizational actor
2.27 Canadian tech industry Type 9f .
organizational actor
2.28 Canadian manufacturing industry Type (.)f .
organizational actor
2.29 Canadian service industries Type (.)f .
organizational actor
2.30 Public sector Type of

organizational actor
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2.31 Private sector Type 9f .
organizational actor
2.32 Nonprofit sector Type 9f .
organizational actor
2.33 Internal experts Type Qf .
organizational actor
2.34 External experts Type Qf .
organizational actor
2.35 Government departments Type of
organizational actor
2.36 Federal governments Type 9f .
organizational actor
2.37 Provincial governments Type 9f .
organizational actor
2.38 Territorial governments Type .Of .
organizational actor
2.39 Regional governments Type .Of .
organizational actor
2.40 Municipal governments Type .Of .
organizational actor
. . Type of
2.41 National Al Institutes organizational actor
Type of
el Industry partners organizational actor
Type of
283 Al startups organizational actor
2.44 Al SMEs Type of
organizational actor
2.45 Al enterprises Type Qf .
organizational actor
2.46 Large enterprises Type Qf .
organizational actor
2.47 Residents Type pf .
organizational actor
2.48 Citizens Type .Of .
organizational actor
2.49 Clients Type of
organizational actor
2.50 Research institutes Type .Of .
organizational actor
2.51 Policy shops Type .Of .
organizational actor
2.52 Privacy commissioners Type 9f .
organizational actor
. Type of
= Indigenous peoples organizational actor
2.54 Indigenous organizations Type (.)f .
organizational actor
2.55 Academic partners Type of

organizational actor
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2.56 Civil society partners Type 9f .
organizational actor

2.57 International organizations Type 9f .
organizational actor

2.58 Communities of practice Type Qf .
organizational actor

2.59 Legal counsels Type Qf .
organizational actor

2.60 Publics Type of
organizational actor

2.61 Intergovernmental councils Type 9f .
organizational actor

2.62 Large consulting firms Type 9f .
organizational actor

2.63 Small consulting firms Type .Of .
organizational actor

2.64 Professional associations Type .Of .
organizational actor

2.65 Labour unions Type .Of .
organizational actor

L Type of
2.66 Advocacy organizations organizational actor
. S Type of

2.67 Educational institutions organizational actor

2.68 CIFAR Instance

2.69 Vector Institute Instance

2.70 Mila Instance

2.71 Amii Instance

2.72 Global Affairs Canada (GAC) Instance

Treasury Board of Canada

2173 Secretariat (TBS) Instance

2.74 Government of Canada (GC) Instance

2.75 Government of Ontario Instance

2.76 Government of Quebec Instance

2.77 Government of Alberta Instance

2.78 Global Innovation Clusters Instance

2.79 Standards Council of Canada (SCC) [Instance

2.80 CIO Strategy Council Instance

281 US National Institute of Standards Instance

’ and Technology (NIST)
2.82 Canada Revenue Agency (CRA) Instance
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Innovation, Science and Economic

e Development Canada (ISED) Instance
e gy |Isance
it Rugeee gt |nstance
2.86 City of London (Ontario) Instance
2.87 City of Toronto Instance
2.88 Toronto Police Services Instance
2.89 Clearview Al Instance
2.90 City of Montreal Instance
2.91 The Digital Nations Instance
2.92 United States Instance
2.93 United Kingdom Instance
2.94 OECD Instance
2.95 UNESCO Instance
2.96 Council of Europe Instance
2.97 European Union (EU) Instance
2.98 NATO Instance
2.99 Canadians Instance
2.100 Ontarians Instance
S élgt?;rtde}ziggﬁrg?)rl]lgf)orative Instance
2.102 Global Partnership on Al (GPAI) Instance
2.103 Responsible Al Institute (RAII) Instance
2.104 Al & Data Commissioner Instance
2.105 Parliament of Canada Instance
2106 ?;i%iigﬁ);/o?’\lm[i)tbe)e on Industry & Instance
2107 Informaton, Privacy, & Ethios (£7H) ['1512nc®
2.108 Privacy Commissioner of Canada Instance
2100 Commissioner of Oniaro Instance
2.110 Government of British Columbia Instance
2.111 Advisory Council on Al Instance
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2.112 Cities for Digital Rights Instance

2.113 Element Al Instance

2.114 Armilla Al Instance

2.115 EY Instance

2.116 Deloitte Instance

2.117 KPMG Instance

2.118 Google Instance

2.119 Microsoft Instance

2.120 Amazon Instance

3. Benefits,
3.1 Risks, & Public mistrust 1
Harms

3.2 Risk mitigation 1

3.3 Improved efficiency 1

34 Improved service quality 1

3.5 Epistemic risks of misinterpreting "Al" 2

3.6 Financial & economic gains 1

37 Harms to worker wellbeing &

) workplace quality

3.8 Unfair decision outcomes 1
Tensions between responsible Al &

3.9 ) 1
profitable Al

3.10 Rights-based harms 1

3.11 Reinforcement of structural injustices 1
Application-specific performance

3.12 ; 1
improvements
Safety provided by good governance

3.13 1
frameworks

314 _Harms (;e_lused by institutional >
incapacities
Narrow scope of impact assessment

3.15 . 2
& regulation

3.16 Workforce development

3.17 Creation of Al talent
Strong public accountability &

3.18 ;
oversight

319 Robustness of governance

frameworks
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3.20 Protection of public interests
391 Corporate social responsibility & 1
' benefits to brand
3.22 Reputational risks
3.23 Physical harms
3.24 Unfair & inequitable regulatory 1
enforcement
3.25 Automation bias
3.26 Systemic political & economic harms 1
3.27 Negligence of edge cases
3.28 Privacy violations
3.99 Harms_to innovation caused by strict 1
regulation
3.30 Situatedness of harms
3.31 Costs of compliance 2
3.32 Misalignments with public interests & 1
values
3.33 Labor displacement
3.34 Widening of socio-economic divides 1
3.35 Exclusion of marginalized groups
) from governance activities
3.36 Distribution of harms &
' accountabilities in Al supply chains
3.37 Industr_y c_onsolldatlon & 1
protectionism
3.38 Investment in Canada
3.39 Pre-competitive collaboration
3.40 Explainability of decisions
341 Client comfort
3.42 Improved global leadership
3.43 Improved public trust
3.44 Cost savings
3.45 Fair automated decisions
Shared understandings of problems
3.46 .
& solutions
3.47 Timeliness of service
3.48 Flexibility of standards 1
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3.49 Agile governance frameworks 1
3.50 Fulfillment of government mandates
Improved value alignments between
3.51 i A
organizations & applications
352 Private sector benefits from 1
’ regulatory & standards leadership
Improved business & national
3.53 -
competitiveness
3.54 Freedom to innovate
Improved scalability of Al businesses
3.55
& systems
356 Upstream benefits in Al supply
' chains (hardware & infrastructure)
3.57 Operational risks
3.58 Competition for scarce resources
Disruptions to Al ecosystem
3.59 S
equilibrium
3.60 Psychological harms
3.61 Complexification of legacy risks
3.62 Legal risks
3.63 Public perception of tokenization in
’ consultation processes
3.64 Intensification of mass surveillance
3.65 Environmental harms
3.66 Risks of regulatory experimentation 1
Disproportionate costs to small &
3.67 - X 1
medium enterprises
Harms caused by Al vs. harms
3.68 1
caused by Al governance
Harms caused by outsourcing
3.69 practices (extragovernmental & 1
transnational)
Normalization of harmful governance
3.70
frameworks
IP theft involved in generative Al
3.71 S
training
3.72 Risks of deferring benefits of Al &
' non-innovation
4.1 |4. Resources |Political approvals Cultural resources
4.2 Al-aware organizational cultures Cultural resources
43 Positive public perceptions of Al & Al Cultural resources

governance
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Political buy-in from upper

4.4 Cultural resources
management

4.5 Al governance cultures Cultural resources

4.6 Ethical Al cultures Cultural resources

47 Training data Data & computational
resources

48 Testing data Data & computational
resources

4.9 High quality data Data & computational
resources

4.10 Machine learning models Data & computational
resources

411 Compute resources Data & computational
resources

412 Cloud services Data & computational
resources

4.13 Local machines Data & computational
resources

4.14 Domain-specific training data Data & computational
resources

415 Cleaned data Data & computational
resources

416 Labelled data Data & computational
resources

. S Data & computational

4.17 Reliable data pipelines [eSOUICESs

4.18 Predictive models Data & computational
resources

4.19 Generative models Data & computational
resources

4.20 Productionized models Data & computational
resources

4.21 Digital infrastructures Data & computational
resources

4.22 Technology stacks Data & computational
resources

423 Al supply chains Data & computational
resources

4.24 Finances Financial resources

4.25 Budgets Financial resources

4.26 Public funding Financial resources

4.27 Private funding Financial resources

4.28 Funding mechanisms Financial resources

4.29 Capital Financial resources
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4.30 Public investments Financial resources
4.31 Private investments Financial resources
4.32 Profits Financial resources
4.33 Commercialized models Financial resources
4.34 Funding for compliance programs Financial resources
4.35 Business models Financial resources
4.36 Funding for participating in policy & Financial resources
standards development
4.37 Funding for marginalized groups Financial resources
4.38 Public funding of private . Financial resources
development & governance practices
4.39 Fundmg f_or civil society Financial resources
organizations
4.40 Funding for AI development & Financial resources
governance in SMEs
441 Funding for AI development_& Financial resources
governance in large enterprises
4.42 Knowledge of Al development & use Knovx_/l_edge &
cognitive resources
4.43 Knowledge of Al ethics Knovylgdge &
cognitive resources
Knowledge of critical analysis Knowledge &
4.44 o
methods cognitive resources
4.45 Research expertise Knovyl_edge &
cognitive resources
4.46 Ethics boards Knovyl_edge &
cognitive resources
4.47 Review boards Knovyl_edge &
cognitive resources
4.48 Educational resources Knovyl_edge &
cognitive resources
4.49 Training programs KnOV\_/I_edge &
cognitive resources
450 Talent Knowledge &
coghnitive resources
451 Technical expertise Knovx_/l_edge &
cognitive resources
452 Business expertise Knovyl_edge &
cognitive resources
453 External expertise Knovyl_edge &
cognitive resources
454 Consulting contracts Knovyl_edge &
cognitive resources
4.55 Human resources Knowledge &

cognitive resources
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4.56 Networks of experts Knovylgdge &
cognitive resources

457 Multidisciplinary knowledge Knovylgdge &
cognitive resources

4.58 Interdisciplinary knowledge Knovyl_edge &
cognitive resources

459 Knowledge of external stakeholders Knovx_/l_edge &
cognitive resources

4.60 Technical knowledge Knovx_/l_edge &
cognitive resources

4.61 Legal knowledge Knovx_/l_edge &
cognitive resources

4.62 Policy knowledge Knovx_/l_edge &
cognitive resources

4.63 Explanatory webpages Knovx_/l_edge &
cognitive resources

464 Databases of records & Knowledge &
' documentation cognitive resources

4.65 Bilateral engagements Knovylgdge &
cognitive resources

Knowledge &
8 Vendors cognitive resources

. . Knowledge &
4.67 Procurement relationships cognitive resources

. . Knowledge &
4.68 Cybersecurity expertise cognitive resources

4.69 Privacy expertise KnOV\_/I_edge &
cognitive resources

4.70 IT management expertise Knovyl_edge &
cognitive resources

4.71 Public awareness of Al impacts KnOV\_/I_edge &
cognitive resources

4.72 Al literacies KnOV\_/I_edge &
cognitive resources

4.73 Data literacies Knovx_/l_edge &
cognitive resources

4.74 Digital literacies Knovx_/l_edge &
cognitive resources

4.75 Advisory & decision-making bodies Knovx_/l_edge &
cognitive resources

4.76 Sectoral expertise Knovx_/l_edge &
cognitive resources

4.77 Knowledge of sectoral needs Knovyl_edge &
cognitive resources

4.78 Awareness of Al use cases Knovyl_edge &
cognitive resources

4.79 Data preparation expertise Knovyl_e dge &
cognitive resources

4.80 Data science expertise Knowledge &

cognitive resources
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4.81 Academic partnerships Knovylgdge &
cognitive resources

4.82 Deployment expertise Knovylgdge &
cognitive resources

4.83 Applied Al research expertise Knovyl_edge &
cognitive resources

4.84 Al commercialization expertise Knovx_/l_edge &
cognitive resources

4.85 Knowledge of privacy governance Knovx_/l_edge &
cognitive resources

4.86 Knowledge of risk governance Knovx_/l_edge &
cognitive resources

4.87 Knowledge of data governance Knovx_/l_edge &
cognitive resources

4.88 Policy expertise Knovx_/l_edge &
cognitive resources

4.89 Legal expertise Knovx_/l_e dge &
cognitive resources

4.90 Knowledge of regulatory Knowledge &
' environment cognitive resources

. i Knowledge &
4.91 Chief Al Officers cognitive resources

. Knowledge &
4.92 Corporate executives cognitive resources

. Knowledge &
4.93 External expertise cognitive resources

4.94 Internal expertise Knovyl_edge &
cognitive resources

4.95 Agile software development teams Knovyl_edge &
cognitive resources

4.96 Agile policy development teams Knovyl_edge &
cognitive resources

4.97 Paper-based knowledge resources KnOV\_/I_edge &
cognitive resources

4.98 Digitization expertise Knovx_/l_edge &
cognitive resources

4.99 Communication tools & supports Knovx_/l_edge &
cognitive resources

4.100 Communities of practice Knovx_/l_edge &
cognitive resources

4.101 Hubs of expertise Knovx_/l_edge &
cognitive resources

4.102 Working groups Knovyl_edge &
cognitive resources

4103 Education & training for marginalized |Knowledge &
' groups cognitive resources

4.104 Education & training for Knowledge &
' organizations cognitive resources

4.105 Translated knowledge between Knowledge &

departments/organizations

cognitive resources
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4.106 Up-to-date technical expertise Knovylgdge &
cognitive resources
4.107 Awareness of sector-specific Al Knowledge &
’ impacts coghnitive resources
4.108 Knowledge of Al implementation best|Knowledge &
' practices cognitive resources
4.109 Implementation expertise Knovx_/l_edge &
cognitive resources
4.110 Al ethics expertise Knovx_/l_edge &
cognitive resources
4111 Thought leadership Knovx_/l_edge &
cognitive resources
4112 Policy teams Knovx_/l_edge &
cognitive resources
4.113 Knowledge of human rights Knovx_/l_edge &
cognitive resources
4.114 Professional bodies of knowledge Knovx_/l_edge &
cognitive resources
4115 Clear KPIs & metrics for Al system [Knowledge &
' performance cognitive resources
4.116 Dashboards for managing Al Knowledge &
’ systems cognitive resources
Memoranda of Understanding Policy & legal
4117
(MOUs) resources
Policy & legal
4118 Data governance protocols [ESOUICES
4.119 Strategies Policy & legal
resources
4.120 Guidance documents Policy & legal
resources
4121 Policies Policy & legal
resources
4.122 Directives Policy & legal
resources
4.123 Compliance supports Policy & legal
resources
4.124 Administrative authorizations Policy & legal
resources
4.125 Procurement policies Policy & legal
resources
4.126 Policy models & best practices Policy & legal
resources
4.127 Technical standards Policy & legal
resources
4.128 Industry standards Policy & legal
resources
4.129 Auditing & assessment frameworks Policy & legal
resources
4.130 Algorithmic impact assessments Policy & legal

resources
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4.131 Privacy impact assessments Policy & legal
resources
4.132 Data governance frameworks Policy & legal
resources
4.133 Legal teams Policy & legal
resources
4.134 Market assessments Policy & legal
resources
4.135 Corporate policies Policy & legal
resources
4.136 Personalized policy solutions Policy & legal
resources
4.137 Al laws Policy & legal
resources
4.138 Al regulations Policy & legal
resources
4.139 Compliance management programs | >2licY & legal
resources
4.140 Independent audits Policy & legal
resources
Policy & legal
4.141 Advocacy groups reSources
i Policy & legal
4.142 Human rights resonrces
Governance
5.1l 5. Networks CIFAR programs network networks
5.2 ISED policymaking network Governance
networks
5.3 TBS policy network Governance
networks
5.4 SCC standards network Governance
networks
55 Bill C-27 legislative network Governance
networks
5.6 National Al institutes networks Governance
networks
Centralized vs. decentralized Governance
5.7
governance networks networks
5.8 Edge governance networks Governance
networks
5.9 Formalized governance networks | Covernance
networks
Informal/semi-formal governance Governance
5.10
networks networks
5.11 Sectoral governance networks Governance
networks
5.12 Organizational governance networks Governance
networks
5.13 Legal services networks Governance

networks
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. . Governance
5.14 Policymaking networks networks
. Governance
5.15 Regulatory compliance networks networks
516 Emerging networks of Al governance |Governance
' services providers networks
5.17 Stakeholder consultation networks Governance
networks
5.18 Public consultation networks Governance
networks
5.19 Private consultation networks Governance
networks
5.20 Standards development networks Governance
networks
5.21 Civic advocacy networks Governance
networks
5.22 Advisory Council network Governance
networks
5.23 Academic & research networks Resource integration
networks
Intra-departmental knowledge Resource integration
5.24 .
sharing networks networks
5.5 Inter-departmental knowledge Resource integration
’ sharing networks networks
526 Inter-governmental knowledge Resource integration
’ sharing networks networks
57 Inter-sectoral knowledge sharing Resource integration
' networks networks
508 International knowledge sharing Resource integration
' networks networks
Multinational/bilateral knowledge Resource integration
5.29 -
sharing networks networks
Networks & platforms for sharing Resource integration
5.30
code and data networks
5.31 Networks of experts Resource integration
networks
5.32 Networks of Al practitioners Resource integration
networks
5.33 Social media networks & platforms Resource integration
networks
5.34 Social networking supports Resource integration
networks
535 Physical spaces for networking Resource integration
' events networks
5.36 Fundraising & funding networks Resource Integration
networks
5.37 Networks of privacy professionals Resource Integration
networks
5.38 Al education & training networks Resource integration

networks
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Resource integration

5.39 Influencer & thought leader networks networks
5.40 Element Al network Resource integration
networks
6.1 |6 Evaluations Bgneflts to public realized & risks 1
mitigated
6.2 Al systems are aligned with 1
' organizational values
6.3 Reduction of stakeholder frictions 2
Trust of public & other stakeholders
6.4 1
secured
6.5 International harmonization on Al 5
’ regulations & standards
6.6 Shared meanings established 3
6.7 Standardized quality/compliance
) measures achieved
6.8 High awareness of Al impacts & 1
' governance activities
6.9 Positive qualitative societal
’ outcomes
6.10 Al is aligned with national values
6.11 Involvement of vulnerable groups in
' Al governance process
6.12 Governance mechanisms balance 5
' generalizability & context-sensitivity
6.13 Interoperable Al markets & systems 1
6.14 Quality of Al talent & workforce
Quality & scale of ecosystem
6.15 : ; 1
collaborations & partnerships
6.16 Canadian impact on global Al
) governance practices
Strategic & operational goals
6.17 .
achieved
Inter-departmental & inter-sectoral
6.18 M 1
harmonization
6.19 Ease of interpreting & applying policy 1
tools
Fairness & transparency in
6.20 o o .
organizational decision-making
6.21 Guardrails effectively prevent harms
6.22 Compliance with relevant privacy
' laws
6.23 Effective knowledge-sharing
' between stakeholders
6.24 Implementation of effective socio-

technical & ethical standards
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Freedom to innovate without

£ restrictions !
Valid KPIs/quality measures
6.26 identified 1
6.27 Strengthening of organization's 1
' reputation & brand
6.28 Reduction of operational risks
6.29 Creation of public value
Policies are easy to implement &
6.30
enforce
6.31 Improvements to business & service
’ outcomes
Al is adopted only when necessary
6.32 (resistance against techno-
determinism)
Documentation, disclosure, &
6.33
recourse for actual harms
6.34 Public participation is proactive
6.35 Compliance with emerging Al laws &
’ regulations
6.36 Balance between business
’ objectives & compliance achieved
6.37 Effective organizational management
: practices
6.38 Interna_tlonal markets are stable & 1
accessible
6.39 Competitive nations & businesses
First to market in a product/service
6.40
category
6.41 Organizational interests represented
' in policy process & outcomes
6.42 Efficient public service delivery 1
6.43 Profitable Al companies 1
Technological competency
6.44 successfully performed in social 1
settings
6.45 Al systems are effectively monitored
' & evaluated throughout the lifecycle
6.46 Cultivation of effective Al governance
’ cultures
Buy-in from senior leadership on
6.47 L
organizational Al governance
6.48 Governance frameworks are
' scalable & transferable
71 |7. Logics Maximize benefits & mitigate risks of

Al development & use
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Align Canadian Al governance with

7.2 . . 4
international partners
Achieve balance between public &
7.3 . : . 1
private interests in Al outcomes
Maximize profit & shareholder value
7.4 - 2
from Al adoption
75 Align Al systems with organizational
' values
Facilitate cross-organizational &
7.6 . 1
cross-sectoral collaboration
Strengthen public/consumer trust in
7.7 L
Al applications
78 Ensure Al systems are compliant 1
' with relevant laws & standards
Ensure benefits realized & harms
7.9
prevented for vulnerable groups
Improve quality, efficiency, &
7.10 effectiveness of public service
delivery
Ensure Al development & use
7.11 contributes to economic 2
development
712 Align Al systems with Canadian 1
values
7.13 Cultivate a trustworthy brand image
Enable greater access to
7.14 ; h 2
international markets
Create Al systems that are
7.15 interoperable across markets & 2
jurisdictions
Create shared Al ontologies &
7.16 . i 1
interpretations
Ensure diverse interests are
7.17 ; o
represented in policies
Ensure FAT+ principles reflected in
7.18
Al development & use
719 Align governance frameworks with
' other departments & jurisdictions
Ensure privacy risks are mitigated
7.20 ) 1
across Al application areas
791 Devel_op greater Al skills & 1
experience
Protect democratic institutions from
7.22 - 1
harmful Al impacts
Effectively use Al applications to full
7.23 e
organizational goals & mandates
7.24 Achieve a competitive advantage 1
795 Set an example for how to practice

responsible Al
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Maintain & strengthen Canada's

[ global leadership in Al 1
Maintain & strengthen Canada's Al

7.27 1
ecosystem

7.8 Cultivate cultures of responsible Al 1

' governance

729 _ReS|st hype-_based Al 1
implementations

730 Effectively manage risks of Al 1

’ procurement processes

731 Cultlvqt_e in-house Al governance 1
capacities
Facilitate effective knowledge-

7.32 - - ; 1
sharing relationships
Facilitate the creation & application

7.33 " 1
of auditing frameworks
Innovate and experiment with

7.34 s ! 1
minimal constraints

735 Avoid tensions with international 1 1
partners & markets

7.36 Avoid addressing technical debt 1 1
Improve technological capabilities &

7.37 I 1
capacities

738 Pre\_/ent Al harms throughout supply 1
chains

739 Mitigate catastrophic/existential risks 1
of Al

8.1 8. Bounds Kn_owl_edge/gxpertlse resource 10 2
limitations within organizations

8.2 Gaps in stakeholder literacies & 8 >
awareness
Knowledge/expertise resource

8.3 S o 6 1
limitations within ecosystem
Gaps in knowledge of stakeholder

8.4 - 6 1
needs & requirements
Financial limitations within

8.5 i 5
organizations

8.6 Admlr}lstr_atlve incapacities within 4 1
organizations

8.7 Interpre_tlv_e barriers & ontological 4 1
uncertainties
Gaps in interdisciplinary knowledge

8.8 . 3
& expertise
Epistemic disconnect from Al

8.9 S 3 1
application contexts
Knowledge/expertise resource

8.10 P r 2
limitations within sectors

8.11 Technical debts 2 1




292

Cultural limitations in data sourcing &

ez documentation practices 1
Cultural limitations of in-house
8.13 . g i
capacity-building vs. outsourcing
8.14 Administrative incapacities within
’ ecosystem
Cultural limitations of information-
8.15 seeking & knowledge-sharing
behaviors
Limitations in civil society &
8.16 :
academia resources
8.17 Democracy/agility trade-offs
8.18 Cyltural limitations of public comfort 1
with Al
8.19 Unclear mechanisms for public
' participation in governance activities
8.20 Al information overload & limitations
' on sensemaking
8.21 Opacity of automated processes 1
8.22 Automation bias 1
Ethical limitations of business
8.23
models
8.24 Unpredictability of Al futures
8.25 Tensions with other organizations
91 |9.Rules Requwen_]ents set by Al-related laws 1
& regulations
Impact of organizational norms &
9.2 o 1
culture on Al policies
Limitations on scope & jurisdiction of
9.3 s 1
Al policies
9.4 Requirements set by voluntary >
' standards & guidance
95 Privatization of audit, compliance, & 2
) regulatory services
96 Norms of & imbalances in political & 1
' economic power
97 Avoidance of conflicts of interest in
' policy co-design
98 Emerging norm of accountability &
’ enforceability gaps
Cross-jurisdictional legal frameworks
9.9 1
& agreements
Separation of private & public sector
9.10 .
Al regulations
911 Legal limitations on data sharing & 1

integration practices
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Organizational policies & norms as

L2 potential barriers to collaboration 2
9.13 Self-regulation of private sector 2 1
9.14 Emerging norm of agile Al 2 1
governance
Misalignments between worker
9.15 S 1
values & organizational norms
Norms of stakeholder
9.16 inclusion/exclusion from governance 1
activities
Competing/conflicting mandates of
9.17 N 1
government institutions
Emerging norm of Al policy work
9.18 . . . 1 1
becoming professionalized
Legal & moral responsibilities to
9.19 1
prevent harm
9.20 Norms of technological futurism 1 1
9.21 Norms of supply chain governance 1
International alignment on Al
L | 10 Ecosystem governance frameworks = 4
10.2 Cros;-lnltlatlve feedback loops & 11 5
learning
10.3 Al Brussels effect 7 3
Transferable & open-source models
104 o 6 1
for organizational Al governance
105 Canadian access to international Al 5 3
markets
Institutional clustering & scope of co-
10.6 " 5
governance activities
Coordination between Al strategies &
10.7 - 4
Al policies
Implementation of organizational &
10.8 4 1
sectoral Al governance frameworks
Harmonization of economic
10.9 development & technology regulation 3
goals
10.10 Influence of existing privacy 3 1
governance frameworks
Power of private & public
10.11 ; 3
investments to steer the ecosystem
Sector-specific strategies &
10.12 - . 2
requirements for Al adoption
Influence of existing impact
10.13 ; 2
assessment & audit frameworks
10.14 Sector-specific gaps in Al awareness 2

& governance capabilities
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Environmental uncertainties & risk of

10.15 systemic benefit/harm
misperceptions

10.16 V\_/lc_zle_nlng of geopolitical & digital 1
divisions

10.17 Pre-regu_latory persuasiveness of 1
soft law instruments

10.18 Integra_tlon of standards & 1
regulations
Exclusion of Indigenous communities

10.19 e
from governance activities
Exclusion of small & medium

10.20 enterprises from governance
activities

10.21 Epistemic & political dependencies

' on national thought leaders

Proliferation of military Al & potential

10.22 .
for malicious use

10.23 Implementation of ethical practices in

' public-private Al partnerships

10.24 Design & implementation of 1
regulatory sandboxes

10.25 Cultivation of trust within ecosystem

1 Stronger shared understandings of

111 Improvements Al systems & best practices for Al 2
governance
Create more opportunities for public

11.2 ST 2
participation in Al governance

113 Stronger ;trateglc coherence & >
coordination
More strongly integrated ecosystem

11.4 across departments, governments, & 3
sectors

115 Mo_re_ _cllver3|ty in Al governance >
activities
Implement stronger participatory

11.6 . . 1
design & governance practices
Supply of knowledge & expertise (Al

11.7 - 1
policy experts)
Improved awareness of Al risks,

11.8 impacts, & needs of impacted 1
stakeholders
More agile & adaptable governance

11.9 2
frameworks
Stronger public accountability &

11.10 o= r o 1
oversight in governance activities

11.11 Cultivation of robust Al governance
cultures

11.12 More interdisciplinarity in Al 1

governance practices
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Scalability & resilience of Al

) ecosystem
11.14 Improvgd enforceability of policies & 1
regulations
11.15 Resistance against techno-
determinism
Cultivation of Al literacies & stronger
11.16 : I
Al education capacities
1117 Stronger Al ppllcy cgpacmes in 1
public sector institutions
More financial resources allocated to
11.18 -
Al governance activities
11.19 Red_upe parrlers to public >
participation
Encourage more experimentation in
11.20 L
designing Al governance frameworks
Supply of knowledge & expertise
11.21 .
(Technical experts)
11.22 Stronger long-term planning
Improved scalability & resilience of
11.23 1
Al governance frameworks
11.24 Resistance against Al hype
Secure greater public trust in Al
11.25
systems & Al governance
Stronger public protection measures
11.26 ; . X 1
in emerging regulations
1127 Resolve technical debts in digital 1
infrastructures
Greater support for helping domestic
11.28 ' !
Al companies to maturity
More clear & realistic compliance
11.29 : . 1
expectations for Al companies
Prioritize the creation of sectoral Al
11.30 1
governance frameworks
Supply of knowledge & expertise (Al
11.31 :
business experts)
11.32 Better access to global markets
Creation of more open data
11.33 S . .
initiatives in public sector
Resistance against authenticity crisis
11.34 .
caused by generative Al
Stronger risk profiling & impact
11.35
assessment frameworks
More effective balance between
11.36 . - .
innovation and regulation
11.37 More proactive governance initiatives
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Greater support for operational &

11.38 implementation needs of Al
companies
11.39 Prioritize the creation of Al audit 1
markets
11.40 Implement regulatory sandboxes
11.41 Stronger access to justice/recourse 1
’ in the event of Al harms
11.42 Stronger participatory design & 1
governance practices
Stronger models & supports for
11.43 companies wishing to refuse Al
adoption
Implement more comprehensive
11.44 frameworks for governing Al value
chains
Implement more comprehensive
11.45 frameworks for organizational Al &

data governance
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Appendix 4B: Service System Analysis Framework & AlG System Process Model

11 Al
Ect:yztrem Governance
4 Ecosystem
1&12 S External Al
System Al governance governance
Layer system systems
Architecture System System Institutional
Layer Environment Activities Arrangements
2 3 4 5 6 7 8 9 ) 10
Component Actors Impacts Resources Networks Interactions Evaluations Logics FUEIEL Rules
Layer Bounds
Organizational Benefits Knowledge & Resource
Typology actors cognitive Integration
Layer
Socio-technical Data & Governance
actors computational

Policy & legal

Financial

Cultural

Figure 4B1: A diagram of the service system analysis framework we adapted from the original
framework developed by Frost, Cheng, and Lyons (2019). The 12 analytical dimensions that we
applied to structure our data collection and analysis process are grounded in components of the

framework, highlighted above in 12 red numbers
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Ecosystem
Al governance system
Actors Networks Resources Impacts
to/from external on/of external
Actor 1 systems systems
Logics
Intentions & goals for Resource
ticing Al i i - Resources
practicing Al governance =y—— integration Resources
| [) A ; : networks integrated
Limit Limit integration e oush
1 1 activites throug
Functional Rules
bounds
w
c
S N
g --| Actor 2 I Goals Governance
2 aligned activities
= through Impacts
| Actor 3 Governance + Benefits
networks Al systems |System | , Risks
out- « Harms
->| Actor 4 | comes
LI |
L Fvaluations :hmrgigt? evaluated—]

Figure 4B2: Process model of the AIG system structures and activities contained in our

framework.
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Appendix 4C: Questionnaire for Initial Interviews
Questions for first round of interviews with initiative leaders in phase 2 of the study (data
collection):
(1) Work Context: Tell me about [the name of the Al governance initiative(s) the
participant leads]. What are the objectives of the initiative, and why are those particular
objectives significant to you?
(2) Actors: Which organizations, groups, industries, communities, or other types of social
actors are involved in or affected by this initiative?
(3) Benefits, Risks, & Harms: What benefits, risks, or harms might each of the actors
realize as a consequence of the initiative?
(4) Resources: What resources do those actors require in order to be involved in the
initiative?
(5) Networks: What types of networks do those actors require to interact with one
another?
(6) Interactions: What are the most significant interactions that occur among those
actors? Are any interactions of particular importance to the success of the initiative?
(7) Evaluations: How do the actors evaluate those interactions? What qualities or
properties might constitute a successful interaction from each actor’s perspective?
(8) Logics: Why have those actors decided to get involved in this initiative? What are
their intentions in doing so?
(9) Functional Bounds: Do any of the actors in this initiative face any cognitive,
informational, physical, or any other functional limitations?
(10) Rules: Are there any significant legal, ethical, or rule-based limitations on their

actions?
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(11) Ecosystem: Are there any other Al governance initiatives in Canada or outside of

Canada that you’re aware of that are significant to the success of your initiative?

(12) Improvement: What are some opportunities for improving this initiative?
Questions for first round of interviews with subject matter experts in phase 2 of the study (data
collection):

(1) Work Context: What Al governance initiatives in Canada are you aware of? Are there

any that are of particular interest to you?

(2) Actors: Which organizations, groups, industries, communities, or other types of social

actors are involved in or affected by those initiatives?

(3) Benefits, Risks, & Harms: What benefits, risks, or harms might each of the actors

realize as a consequence of those initiatives?

(4) Resources: What resources do those actors require in order to be involved in those

initiatives?

(5) Networks: What types of networks do those actors require to interact with one

another?

(6) Interactions: What are the most significant interactions that occur among those

actors? Are any interactions of particular importance to the success of the initiatives?

(7) Evaluations: How do the actors evaluate those interactions? What qualities or

properties might constitute a successful interaction from each actor’s perspective?

(8) Logics: Why have those actors decided to get involved in the initiatives? What are

their intentions in doing so?

(9) Functional Bounds: Do any of the actors in the initiatives face any cognitive,

informational, physical, or any other functional limitations?
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(10) Rules: Are there any significant legal, ethical, or rule-based limitations on their
actions?

(12) Ecosystem: Are there any other Al governance initiatives in Canada or outside of
Canada that you’re aware of that are significant to the success of the initiatives?

(13) Improvement: What are some opportunities for improving the initiatives?
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Appendix 4D: Questionnaire for Follow-up Interviews
Questions for follow-up interviews with initiative leaders and subject matter experts in
phase 4 of the study (quality assurance):
(1) General Discussion: Did any particular issues or aspects of the preliminary report’s
findings stick out to you or strike your interest?
(2) Accuracy: Based on your own knowledge of these issues, are these findings a
reasonably complete representation of Canada’s system of Al governance?
(3) Completeness: Based on your own knowledge of these issues, are these findings an

accurate representation of Canada’s system of Al governance?
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Appendix 4E: Inclusion Criteria for Participation in Study

We selected leaders of public sector Al governance initiatives to recruit as participants in

accordance with the following inclusion criteria:

Active leadership: At the time of the interview, the participant has a significant and active
role in leading the design and/or implementation of a federal, provincial, or municipal Al
governance initiative in Canada (e.g., the participant has been actively involved in
conceptualizing or managing the initiative, not just analyzing or reporting on its
outcomes).

Initiative impact: The initiative has garnered international, national, and/or local attention
due to the activities, goals, and/or outcomes of the initiative.

Knowledge breadth & depth: Due to their knowledge of and expertise in Al governance
practices, the participant may also be capable of commenting on the broader state of Al
governance activities in Canada as they relate to the goals of their own initiative as well

as beyond the goals of their own initiative.

We selected subject matter experts to recruit as participants in accordance with the following

inclusion criteria:

Knowledge breadth & depth: As a result of their experience carrying out research,
professional practice, and/or civic engagement, the participant has a significant breadth
and depth of knowledge of Al governance activities in Canada.

Public voice: The participant has demonstrated their subject matter expertise by
publishing written work and/or by commenting publicly about Al governance activities in

Canada.
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Appendix 4F: Strategic Objectives & Potential Interventions for Strengthening Canada’s
AIGS

Strategic Objective 1: Implement new collaboration & coordination mechanisms. In
describing opportunities for improving the overall state of Canada’s AIGS, participants
frequently noted challenges of coordination, resource integration, and value misalignment
between actors and across scales of activity. Participants suggested opportunities for creating
more opportunities for public participation in Al governance (ID#11.2), stronger strategic
coherence & coordination (ID#11.3), a more strongly integrated ecosystem across departments,
governments, & sectors (ID#11.4), improved awareness of Al risks, impacts, & needs of
impacted stakeholders (ID#11.8), and to implement stronger participatory design & governance
practices (ID#11.6). These challenges confirm findings from a previous study of 84 Canadian
AIG initiatives (Attard-Frost, Brandusescu, & Lyons, 2023), in which the authors observe “an
opportunity for policymakers and public servants to cultivate a more unified national approach to
Al governance by designing initiatives that are intended to integrate resources and perspectives
from a more diverse range of stakeholders, reduce barriers to collaboration and coordination,
resolve conflicts, and build greater legitimacy” (p. 29). The authors of that study recommend that
policymakers and public servants address these challenges by implementing new governance
mechanisms such as pan-Canadian AIG collaboratives or formalized AIG communities of
practice. In light of the perceptions of our participants in our study, we reiterate that
recommendation here.

We also note that such mechanisms are becoming standard practice among the AIG
systems of some of Canada’s closest international partners. The United States coordinates AIG
activities between departments, agencies, governments, sectors, and civil society through several

mechanisms, including an all-of-government executive order on Al (The White House, 2023)
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and the National Al Initiative, established in 2020 with a mandate to coordinate activities across
departments and sectors (National Artificial Intelligence Initiative Act, 2020). The European Al
Alliance (European Commission, 2024) is an initiative launched by the European Commission in
2018 to facilitate collaboration on AIG between governments, sectors, and civil society. The
United Kingdom’s proposed regulatory framework for Al (2023) calls for the creation of new
“central functions” within the federal government. These central functions will be mandated with
supporting the implementation, monitoring, and evaluation of the UK regulatory framework, but
also mandated with strengthening coordination, collaboration, education, and awareness across
departments, agencies, sectors, and civil society. Canada should make stronger efforts to follow
the example of its international partners by implementing new national collaboratives and formal
communities of practice, working groups, new central functions and agencies with coordination
mandates, and other mechanisms for enabling a diverse, inclusive, and equitable approach to
pan-Canadian coordination and collaboration on AIG issues. With their central role in
developing and integrating the knowledge resources of many actors from across Canada through
the Pan-Canadian Al Strategy, CIFAR is a well-positioned organization to take an initial lead on
the planning of new cross-sectoral coordination mechanisms. Within the public sector, the
existing expertise of Treasury Board of Canada Secretariat (TBS) in integrating knowledge
resources from across departments and governments to guide the federal public service on AIG
issues makes TBS well-positioned to take an initial lead on the planning of new
interdepartmental and intergovernmental coordination mechanisms.

Strategic Objective 2: Create guidance for designing & implementing participatory
AIG initiatives. Our participants in this study identified several opportunities to improve public
participation and trust in Al strategy initiatives and Al policy initiatives. In describing

opportunities for improving the design of AIG initiatives, participants often perceived a need to
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include a more diverse range of Al risks, impacts, and impacted stakeholders in the scoping and
planning of Al strategies and policies. Participants described these opportunities with reference
to key national Al strategies and policies (most significantly, the Pan-Canadian Al Strategy and
the Artificial Intelligence and Data Act), as well as with reference to the internal Al strategies
and policies of specific public sector and private sector organizations. In the implementation of
AIG initiatives, participants expressed concerns about burdensome compliance requirements and
the enforceability of laws, regulations, guidelines, and other policies for Al. Participants
described administrative, financial, and knowledge barriers to effective regulatory enforcement,
and similar barriers to effective compliance management in small and medium-sized enterprises.
Participants also suggested that Al strategies and policies could be made more agile, adaptable,
and inclusive by enabling impacted stakeholders to continue contributing their knowledge of
application-specific and sector-specific risks, of advances in Al innovation and Al impacts, and
of shifts in the strategic environment throughout the implementation process.

In addition to design and implementation challenges, some participants also perceived a
lack of sufficient innovation and experimentation in Canada’s AIG initiatives. Participants stated
that Canada would benefit from new public sector and cross-sectoral open data initiatives,
initiatives to improve the reliability and resilience of existing technical infrastructures, initiatives
to support the scale-up and maturation of domestic Al companies, pre-market regulatory
sandboxes for high-risk Al applications, and initiatives to develop and test new mechanisms for
public accountability and oversight in Al systems.

To begin acting upon these opportunities for improvement, policymakers, public
servants, and other practitioners of AIG in Canada should develop and implement context-
sensitive guidance on principles and best practices for participatory governance of Al systems.

Voluntary guidance documents have become a popular instrument for supporting organizations
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in remaining agile, adaptable, and effective amidst the rapid, widespread adoption of generative
Al In Canada’s federal government, ISED, TBS, and the OPC have all collaborated with their
respective partner organizations to create guidance on the design, development, deployment, use,
and management of generative Al systems. Government institutions should also collaborate to
develop guidance that can support public sector and private sector organizations in implementing
more diverse and inclusive stakeholder participation practices throughout the design,
development, deployment, use, management, and governance of Al systems. The coordination
mechanisms we outline in our first strategic objective would support government institutions in
collaboratively developing the guidance, and would also support public sector and private sector
organizations across Canada in implementing the guidance.

Against the backdrop of a global “participatory turn” in Al design (Delgado et al., 2023),
participatory AlG practices—such as policy co-design, continuous collaborative decision-making,
public oversight bodies, awareness-building and capacity-building initiatives, and removing
barriers to and incentivizing participation of marginalized stakeholders—are a strategic necessity
for maintaining Canada’s global leadership in Al. Participation gaps were implicated in many of
the opportunities for improvement perceived by our participants, most notably create more
opportunities for public participation in Al governance (ID#11.2) and implement stronger
participatory design & governance practices (ID#11.6). Corroborating those perceptions, a 2023
report by ISED’s Al Public Awareness Working Group recommends that the government
strengthen public participation in Al throughout Canada by launching “sustained and
government-led public information campaigns™ and by recognizing “the value and necessity of
engagement with citizens” in Al policy initiatives (p. 12). The report describes the results of a
survey of 1,222 Canadians that was commissioned by the Working Group:

People in Canada demonstrate a strong desire to be consulted prior to the elaboration of
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public policies on Al: partly because of a fear of loss of control in the face of increasing

automation in administrative processes; and partly because of the principle that those

impacted by public policy should have a voice [...] these public consultations should aim
to include the widest diversity of participants and groups: not just experts or people who

already have knowledge, but all people impacted by Al deployment. (p. 36)

Context-sensitive guidance on participatory governance will enable Canadian
organizations to create Al systems and governance frameworks that are more responsive to the
contexts and needs of impacted stakeholders, and more adaptable to changes in those contexts
and needs. Encouraging public sector, private sector, and civil society organizations across
Canada to implement more participatory approaches to AIG will provide stronger civic
counterbalances against imbalances of political and economic power in the design and
implementation of AIG initiatives. Guidance on participatory AlG can also benefit new
initiatives for open data, regulatory sandboxes, technical infrastructure improvement, and
business scale-up and maturation by providing organizations with recommended principles and
practices for collaborating with a diverse set of impacted stakeholders throughout the design and
implementation of those initiatives.

Strategic Objective 3: Expand access to key resources needed for effective AIG
practices. In describing opportunities for improving the overall state of Canada’s AIGS,
participants frequently noted that the development of Canada’s AIGS is limited by many
knowledge resource constraints. These constraints include the limited availability of Al policy
experts, technical experts, and business scale-up experts throughout Canada; the supply of
stakeholder knowledge of Al risks and impacts within stakeholder-specific Al application
contexts to policymakers and other AIG practitioners; and the supply of training and education

on Al issues to workers, decision-makers, publics, and other impacted stakeholders. Financial
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constraints were also perceived as limiting the ability of many small and medium-sized
enterprises, public sector organizations, civil society organizations, and marginalized individuals
and groups to meaningfully participate in AIG initiatives, particularly standardization and policy
co-design initiatives. Participants also noted the limited availability of audit and governance
frameworks and other policy resources that can be easily transferred across organizations and
sectors, a challenge which is only compounded by the low availability of Al policy experts, gaps
in context-specific stakeholder knowledge and training, and the still-nascent Al governance
cultures of most Canadian organizations.

To address these resource constraints, policymakers, public servants, and other
practitioners of AIG will need to act upon our first and second strategic objectives: implement
new coordination mechanisms and new guidance for participatory AlG initiatives. If new
coordination mechanisms and participatory AlG practices are effectively implemented, they will
strengthen cross-organizational and cross-sectoral policy development and transfer, knowledge
of context-specific Al impacts and impacted stakeholders, and capacities for training, education,
and regulation. Alongside stronger coordination and participation practices, Canada will also
require a national strategy to improve public sector, private sector, and civil society access to
specialized expertise, to fund and invest in AIG practices, to build stronger AIG capacities within
organizations, and to support organizations in cultivating AIG cultures that are responsible,
robust, and scalable.

Such a strategy could be implemented through a series of new strategic programs that are
intended to expand the supply of and equitable access to AIG knowledge resources across
Canada. While some Canadian institutions have already implemented training programs to
develop a domestic supply of Al policy expertise and scale-up expertise—such as Mila’s Al

Policy Compass program (2024) and the Vector Institute’s FastLane program (2024)—a more



310

comprehensive approach to these challenges is still needed. Specialized AlG training and
education programs for governments and sectors across Canada, global AIG talent recruitment
programs, and public funding and investment programs for building AIG capacities should be
implemented to reduce constraints on AlG activities and to expand access to key AIG resources
throughout Canada. Needs assessments should be conducted to identify vulnerable groups facing
high Al risks and severe AIG resource constraints, and to develop targeted programs and other
means of supporting access to the type of resources that they require to secure greater benefit
from Al while also mitigating risks and harms. Access supports could include prioritized public
funding and investment in the needed resources, specialized Al training and education programs
that are sensitive to the unique needs and contexts of diverse stakeholders (Figaredo &
Stoyanovich, 2023), and low- or no-cost access to Al strategy experts, legal and policy experts,
or advocacy organizations for under-resourced individuals, groups, or organizations. At the
federal level, these programs could be layered onto the existing funding, recruitment, talent
development, training, and business support functions of ISED and CIFAR’s Pan-Canadian Al
Strategy, onto the OPC’s existing research, consultation, and awareness-building functions, or
onto existing internal Al training programs within federal institutions. Programs could also be
managed by the new Al & Data Commissioner established by the Artificial Intelligence and Data
Act, or by other new agencies with coordination mandates as discussed in our first strategic
objective.

Strategic Objective 4: Advance diversity, equity, & inclusion in AIG activities.
Participants frequently perceived opportunities to advance more diverse, inclusive, and equitable
governance practices across Canada’s AIGS, such as more diversity in Al governance activities
(ID#11.5), stronger public accountability and oversight in governance activities (ID#11.10),

more interdisciplinarity in Al governance practices (ID#11.12), and reduce barriers to public
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participation (ID#11.19). Challenges of diversity, equity, and inclusion in AIG practices have
also been widely observed beyond the Canadian context (Cachet-Rosset & Klarsfeld, 2023;
Roche, Wall, & Lewis, 2023; West, Whittaker, & Crawford, 2019). In the lifecycle of Al
systems, challenges of diversity, equity, and inclusion feed into one another: excluding a diverse
set of Al impacts and impacted stakeholders from the design of Al systems and governance
frameworks can cascade into downstream biases in development and implementation, ultimately
resulting in system outcomes that disproportionately harm the excluded stakeholders and
reinforce structural inequities (Schwartz et al., 2022). These inequitable outcomes can include
many forms of systemic discrimination and representational harm (Shelby et al., 2023), as well
as allocative harms, such as inequitable distributions of resources, benefits, and responsibilities
across the value chains of Al systems (Attard-Frost & Widder, 2023) and structural barriers to
accessing justice, recourse, or remedy for harmful Al outcomes (Ogunleye, 2022).

Acting upon the three strategic objectives we previously discussed—implementing
stronger coordination mechanisms to integrate a diversity of actors, stronger participatory AlIG
practices, and programs to expand and ensure equitable access to key AIG resources—would
support the advancement of diversity, equity, and inclusion in Canadian AIG activities.
Additionally, the 2023 report of ISED’s Al Public Awareness Working Group provides guidance
on implementing a national “Equity, Diversity, Inclusion, and Accessibility strategy . . . to ensure
the financial, accessibility, and outreach resources are available to enable representation of the
diversity of peoples in Canada” (p. 12). A strategic initiative such as this could serve as a
platform for a variety of resource-providing and capacity-building programs to support the
advancement of diversity, equity, and inclusion in Canada’s AIGS. A national survey and impact
assessment of the effects and potential effects of Al systems on equity-deserving groups across

Canada could provide additional support. Community-centric accountability processes
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(HauRermann & Litge, 2022) and interventions in social and economic policy (Haugen et al.,
2021; Merola, 2022; O’Keefe et al., 2020) should also be developed by governments and socially
responsible businesses to provide equity-deserving groups with greater guarantees of beneficial
outcomes from Al systems, as well as guarantees of access to justice when faced with harmful

outcomes.
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